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Abstract

Low-rank coding (LRC), originated from matrix de-
composition, is recently introduced into image classi-
fication. Following the standard bag-of-words (BOW)
pipeline, when coding the data matrix in the sense of
low-rankness incorporates contextual information into
the traditional BOW model, this can capture the depen-
dency relationship among neighbor patches. It differs
from the traditional sparse coding paradigms which en-
code patches independently. Current LRC-based meth-
ods use ¢; norm to increase the discrimination and
sparseness of the learned codes. However, such meth-
ods fail to consider the local manifold structure between
data space and dictionary space. To solve this prob-
lem, we propose a locality-constrained low-rank cod-
ing (LCLR) algorithm for image representations. By us-
ing the geometric structure information as a regulariza-
tion term, we can obtain more discriminative represen-
tations. In addition, we present a fast and stable online
algorithm to solve the optimization problem. In the ex-
periments, we evaluate LCLR with four benchmarks,
including one face recognition dataset (extended Yale
B), one handwritten digit recognition dataset (USPS),
and two image datasets (Scenel3 for scene recognition
and Caltech101 for object recognition). Experimental
results show that our approach outperforms many state-
of-the-art algorithms even with a linear classifier.

Introduction

Bag-of-words (BOW) model is one of the most powerful
and popular mid-level (Boureau et al. 2010) image repre-
sentation models for image classification. This model repre-
sents an image as a histogram of visual words. The stan-
dard BOW-based framework is mainly composed of four
steps: feature extraction, coding, spatial pooling and classi-
fication. The pipeline is almost fixed except for the “coding”
part. Given an image, handcrafted low-level features, such
as SIFT (Lowe 2004), HOG (Dalal and Triggs 2005) etc.,
are extracted from either interesting points or densely sam-
pled patches. Such raw features are then encoded by various
coding algorithms. In order to make the learned codes be ro-
bust to small transformations of the image, max-pooling is
performed due to the fact that it has better performance than
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sum-pooling and average-pooling when paired with a linear
classifier (Yang et al. 2009; Wang et al. 2010).

A good coding algorithm is the one that can encode simi-
lar patches with the similar codes, according to which, many
elegant algorithms have been designed for the most impor-
tant “coding” stage to improve the discriminative power of
the learned codes in recent years. They vary from the tra-
ditional vector quantization (Lazebnik et al. 2006) to sparse
coding (Wright et al. 2009; Yang et al. 2009), from hard-
assignment to soft-assignment (Liu et al. 2011), from one-
dictionary learning (Zhang and Li 2010; Mairal et al. 2009)
to c-dictionary learning (Mairal et al. 2008) where c is the
class number, and also from sparse coding to recently in-
troduced low-rank coding (Chen et al. 2012; Zhang et al.
2013b; 2013a).

Sparse coding (SC) using ¢; norm can encourage sparsity
of the learned codes and is widely adopted currently. How-
ever, it has several limitations: firstly, as stated in (Wang et
al. 2010), in order to favor sparsity, codes learned by using
¢1 norm may select quite different atoms for similar patches.
Secondly, despite that many fast SC algorithms (Lee et al.
2006) have been proposed, the computation cost of ¢; norm
is still very expensive. This hinders large-scale applications
of SC algorithms. Thirdly, SC encodes each local points in-
dependently, which ignores the spatial consistency and con-
textual information of neighbor points.

Alternatively, low-rank coding (LRC) regularized by the
trace-norm, can well handle the above problems. Generally
speaking, since patches in the same image resemble mutu-
ally, the learned codes matrix should behave low-rankness
property. In particular, as shown in (Liu et al. 2011; McCann
and Lowe 2012), “local” methods' perform better than their
“non-local” counterparts. Similarly, LRC encodes the local
features jointly for coding consistency. In this sense, it is
more “local” than SC. In addition, many efficient optimiza-
tion algorithms have been proposed for LRC, such as singu-
lar value thresholding (SVT) (Cai et al. 2010). The computa-
tional bottleneck of SVT rests in the SVD decomposition of
the data matrix. However, as is shown in (Zhang et al. 2013b;
2013a) and will be shown in the experiments, LRC is a good
trade-off solution between the performance and encoding ef-

IThis refers to the algorithms which have considered the under-
lying manifold structure of local features.



ficiency.

Current LRC-based algorithms are incorporated with ¢
norm (Zhang et al. 2013a; 2013b), which, as aforemen-
tioned, may deteriorate the performance of LRC because of
favoring sparsity. Thus in this paper, we propose locality-
constrained low rank coding (LCLR) which combines LRC
with locality constraints (Yu et al. 2009; Wang et al. 2010).
LCLR enjoys joint coding and locality, such that LCLR ex-
ploits the manifold structure of local features in a more thor-
ough manner apart from simply adding a low-rank regular-
ization term. Codes are efficiently learned by the proposed
online algorithm based on the inexact augmented Lagrange
multiplier method. In the experiments, we show that by tak-
ing advantages of spatial layout of local features, the learned
representations are more discriminative than that of many
state-of-the-art algorithms for various classification tasks.

Low-rank Representations

Consider a data matrix X = [x1, g, ..., 7,,] in R¥*", where
n is the number of samples. Each column zx; is a feature
vector of dimension d and can be represented by a linear
combination of the atoms from an overcomplete dictionary
B = [bl, bg, ceny bk]l
X =BZ, 1)

where Z = [z1, 29, ..., 2,] is the codes (or coefficients) of
X. Since the dictionary is often overcomplete (k > d), the
above equation is an ill-posed problem and can have multi-
ple feasible solutions. To solve Eqn. 1, various regularization
terms have been presented, including the famouse ¢; norm
(Candes et al. 2006; Wright et al. 2009) and trace-norm (Liu
etal. 2010)°.

Mathematically, low-rank coding is that we search for a
low-rank representation Z of X by solving

mZinrcmk: (Z),st. X = BZ. )
Using the Lagrange multiplier method, the above equation
can be transformed to its unconstrained version under the
least square approximation:

minrank (2) + A X ~ BZ|%., 3)
where A is the lagrange multiplier and |||  is the Frobenius
norm. However, due to the discreteness of the rank func-
tion, direct optimization of Eqn. 3 is NP-hard. Fortunately,
Candes et al. (Candes and Plan 2010) show that the trace-
norm is a good surrogate for the rank function, leading to
the following equation:

min|Z]l, + X - BZ|}., )
where [|-||, is the trace-norm (or nuclear-norm, i.e., the sum
of the singular values). Zhang et al. (Zhang et al. 2013a) add
a sparsity inducing term || Z]|, ; = >_,_; [|2|, into Eqn. 4
because sparse feature coding has been shown to be quite
helpful in image classification (Wright et al. 2009; Yang et
al. 2009).

2We will omit here the general formulation of sparse coding due
to the limited space.
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Alternatively in the literature of face recognition, in order
to get a more robust representation of X, a common hypoth-
esisis that X = BZ + E, where F is the noise matrix. Thus
a more general rank minimization problem can be formu-
lated as:

min | Z]|, + M| E|;,st. X = BZ + E. %)

Based on Eqn. 5, Zhang et al. (Zhang et al. 2013b) trains
for each class a sub-dictionary to increase the discrimina-
tion power of each class-specific sub-dictionary B;. Specif-
ically, they update the concatenated dictionary (e.g., B =
[B1, Ba, ..., Bc] where c is the class number) as a whole
such that a discriminative dictionary B can be learned from
all training sample simultaneously. This is much faster than
updating the sub-dictionary one by one (Chen et al. 2012).
Similar with (Zhang et al. 2013a), they also add a sparsity
inducing term ||Z||; to do atom selection. Moreover, they
associate label information (Huang et al. 2013) in dictionary
learning to increase the discriminative power of the learned
codes.

Locality-constrained Low-rank Coding
(LCLR)

Following the general BOW pipeline (Liu et al. 2011; Yang
etal. 2009; Zheng et al. 2011), LCLR splits an image into m
same-sized and overlapped patches and extracts dense SIFT
features (Lazebnik et al. 2006) from them. These m feature
vectors are concatenated in a matrix X = [x1, %2, ..., Tym] €
R128Xm _Since the low-rankness is more prominent within
the same image, LCLR performs low-rank coding on each
image (e.g., X). Basically speaking, LCLR is based on the
following two observations:

e Given a dictionary B = [By, B, ..., B;] € RZ8%k
where k is the number of atoms, similar descriptors
should have similar representations w.r.t. B. In other
words, similar descriptors should choose similar atoms,
i.e., the learned representation Z should be low-rank.

e Inspired by (Yu et al. 2009; Wang et al. 2010) and the
discussions in the above section, locality is more essential
than sparsity. Therefore, sparse feature coding using ¢
norm may not be the optimal choice.

In order to further exploit spatial layout of X and in-

crease the coding consistency of current low-rank based al-

gorithms, we incorporate a locality-constrained regulariza-
tion term (Wang et al. 2010) into Eqn. 4, and the final criteria
can be formulated as:

2
2

(6)
where z; is the i-th column of Z, ® stands for element-wise
multiplication, and

dist (x;, B
di = exp (S<w>
o
where dist (;, B) = [dist (z;,b1) ..., dist (z;, br)] ", and
dist (x;, b;) is the Euclidean distance between z; and b;. o

1 2 A2
pin S |[X = B2y + Ml 2l + ?; lldi © 21,i

)



controls the bandwith of the distribution. Furthermore, d; is
normalized to be within the range of (0, 1] by substracting
max (dist (z;, B)) from dist (z;, B).

Optimization

To solve Eqn. 6, we first convert it to the following equiva-
lent format:

A2 o 2
F 2 lldi © 213,

1=1

Zmln Lx - BZ1HF + M| Z2]l, +

s.t. Z 1 ZQ,

(®)
where an auxiliary variable Z5 is introduced to make the ob-
jective function seperable. Using the Augmented Lagrange
Multiplier method, we can derive

min HIX = BZi| %+ Ml 2, +

/\
m ¥ 3 N4 © =,

+trace (Y1 (Z1—2Z2))+ & HZ1 Z2||F,

&)
where Y7 is lagrange multiplier and o > 0 is a penalty pa-
rameter. The optimization of Eqn. 9 can be divided into two
subproblems. The first is to update the codes Z while fixing
the dictionary B. The other is to update the dictionary B for

the given codes Z.

Updating Z Given B Given B, we can update the remain-
ing variables (e.g., Z; and Z5) one by one. The scheme is as
follows:

Z3 = argmin \ || Za |, + trace (Y1 (Z1 — Z2))
+8 112y - Zo| 7
= argmin%HZgH* + 112, -

(10)
Gz,

where G = Z; + %Yl.

3 Z Idi © 214113
“+trace (YlT (Z1 — ZQ)) H ||Z1 Z2||F

le,iHQ + /\2 HdzTZlZHE

27 = argmin%”X — BZlHi7

m
=argmin § Y. |lz; —
i=1

+ 275 (21 = 22.0) + |z —
—1
= (BTB + /\QdZTdZ + p,I) (BTl‘i + pzo; — Ylﬂ;) s
(11)
in which z;; is the ¢-th item of Z;, ie., Z; =

[21,1, s 21,4, ---» 21,m]. However, since the optimization of
Z1 is performed item-wise (see the above equation), the
computation cost will be huge especially when m is large.
Therefore, we propose an online strategy to solve this prob-
lem. Specifically, we randomly choose n data points from
X, where n < m, and update Z; by

(BTX 4+ uZ -v1),

(12)
where 1 < ¢ < n. In this way, Z; can be updated as a whole.
In the experiments, we found that this online step converges
to the similar point as the “item-wise” step (Eqn. 11), while
spending much less time. Most importantly, it performs sur-
prisingly well.

Z; = (B"B+ \pd] d; + )
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Algorithm 1 online coding by LCLR

Input: data matrix X € R'28%™ dictionary B, and param-
eters 1, A1, Aa, O

Output: learned codes 77, Z5

1: Initialize Z; = Zo = Y7 = 0, € = 1075, pimax = 1030,

p = 1.3, mazxiter = 100, index = randperm(m)

for j=1:mdo
id = index[j]; x; + X[id];
Fix Z; and update variable Z5 according to Eqn. 10
Fix Z5 and update variable Z; according to Eqn. 11
Update the multiplier:

W= (7 - 2)
7: Update the parameter p:

@t = min (pp, pmax)
8: Check the convergence condition

HZ{H - Zg“” < eor j > maxiter
oo

AN A

9: if converged then
10: return 7, 7,
11: end if
12: end for

Note that the optimization problem of Eqn. 10 can be ef-
ficiently solved by a singular value shrinkage operator (Cai

et al. 2010):
. /\1 T
= Udiag o; — — V-, (13)
s

where G = UXVT ¥ = diag(0;), i = 1...r is the SVD
decomposition of a matrix G of rank r , and {t}, is the
positive part of ¢. We conclude the LCLR coding algorithm
in Algorithm 1. Note that n, equaling to the final value of j,
is determined automatically.

Sy, (G)

21
n

Updating B Given Z To update the dictionary B, we can
rewrite Eqn. 9 as the following formula by retaining all the
variables associated with B,

B* —argmlanX BZ1||F+—Z||d @zlZ

(14
As suggested by (Wang et al. 2010), when optimizing the
above equation, we simply drop the last term leading to

1
B* :argminiHX—BZlH;. (15)

This is of the form of minimizing a differentiable function
over a closed convex set. We use gradient descent for solving
the above problem. The updating scheme is as

B/t =B - BVBI,
VB = -2 (X — BjZl) VA
where [ is the step length controlling the learning rate. For
completeness, we present here the dictionary learning algo-

rithm in Algorithm 2, where the pre-given parameter k is the
number of atoms in the dictionary.

(16)



Algorithm 2 dictionary learning by LCLR

Input: data matrix X, and parameters p, A1, Ao, k
Output: learned codes Z and the dictionary B

100, and B by K-

1: Initialize ¢ = 109, maxiter
means algorithm

2: while not converged do
3: Optimize for Z;, Z, while fixing B° by Algrithm 1
4: Fix Z,, Z5 and update B according to Eqn. 16
5: Check the convergence condition
|B7+ = B < e
6: if converged then
7: return B/ !
8: end if
9: end while
LCLR Revisiting

As stated earlier, low-rank coding is recently introduced for
image classification. In (Zhang et al. 2013a), Zhang et al.
propose low-rank sparse coding (LRSC) which incorporates
low-rank coding with sparse coding. Specifically, LRSC
uses superpixel generating algorithms (e.g., SLIC(Achanta
et al. 2010)) on each image and imposes low-rankness on
those segmented regions. This is for the purpose of effi-
ciency since do SVD on small matrix is extremely fast.
However, this fails to capture the spatial consistency of the
whole image. In addition, as aforementioned, using /1 norm
may select quite different atoms for similar patches, which
may further deteriorate the performance of LRSC. On the
other side®, Chen et al. (Chen et al. 2012) train for each
class a sub-dictionary which is updated one-at-a-time. They
also add a regularization term to decrease the representation
power of B; to class j (j # i). More recently, Zhang et al.
(Zhang et al. 2013b) train a well-structured dictionary such
that all the sub-dictionaries can be updated simultaneously.
However, we argue that these two methods are either com-
putationally expensive or memory-consuming.

LCLR combines the advantages of LRC and locality-
constrained coding, and at least have the following three
properties: a) If we set A1 to zero, then LCLR falls back to
the original LLC (Wang et al. 2010). When A2 # 0, LCLR
generates sparse codes in the sense that the solution only has
few significant values. From this aspect, LCLR plays the role
of atom selection the same as #; norm. b) LCLR is a more
“local” method than other coding paradigms. Compared to
SC based methods, LCLR adopts trace-norm which takes
spatial consistency and contextual information into consid-
eration; Compared to LRC based methods, it adopts locality-
constrained regularization term rather than /; norm. ¢) The
optimization of LCLR is very efficient and the solutions of
LCLR can all be derived analytically.

Experiments

We evaluate LCLR on 4 challenging benchmarks, includ-
ing one face dataset (Extended YaleB (Georghiades et al.

3This stands for methods evolving from Eqn. 5
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Figure 1: Performance comparison on Extended YaleB

2001)), one handwritten dataset (USPS*), and two image
datasets (Caltech101 (Fei-Fei et al. 2007) for object recogni-
tion and Scene3 (Fei-Fei and Perona 2005) for scene recog-
nition). We compare LCLR with several state-of-the-art al-
gorithms on each dataset to show the effectiveness. In each
experiment, we keep all the steps the same as that of the
baselines except for the coding stage for fair comparison.

Face Recognition

The Extended YaleB dataset, containing 2,414 frontal face
images of 38 people, is widely adopted in face recogni-
tion (FR). For each person, there are about 64 images. This
dataset is challenging because each image is taken under var-
ious lighting conditions. The cropped and normalized face
images have size 192 x 168 = 32,256 pixels. Following
the general setup, we test LCLR on the original images
and down-sampled images, leading to feature dimensions of
96 x 84 = 8064, 48 x42 = 2016, and 24 x 21 = 504. Instead
of using FR-specific features (such as Randomface (Wright
et al. 2009), Eigenface (Turk and Pentland 1991), etc.), we
simply use the raw pixels as features for better illustrating
the advantages of the proposed coding scheme. The parame-
ter settings are: \; = 1, Ay = 500,0 = 200, u = 1072,k =
512. We randomly select 32 images for training with the re-
maining images for testing. Each experiment is repeated 10
times and the average precision is reported.

We compare LCLR with two recently proposed low-
rank based algorithms: LRSC (Zhang et al. 2013a) and
SLR (Zhang et al. 2013b), and 4 classic algorithms which
reported state-of-the-art results on this dataset, i.e., SRC
(Wright et al. 2009), K-SVD (Aharon et al. 2005), FDDL
(Yang et al. 2011), and LC-KSVD (Jiang et al. 2011). Since
the source codes of LRSC and SRC are not publicly avail-
able, results reported here are based our implementations.
Parameters are set according to their original papers. When
implementing SRC, we use the “solveLasso” function in the
package provided by SparseLab 3. The comparative results
are shown in Figure 1, where LC-KSVD2 differs from LC-
KSVD1 in that it considers classification error. It can be ob-
served that by considering structure information, low-rank
based algorithms (i.e., LCLR, LRSC, and SLR) outperform
other baselines. Moreover, we find that LCLR and LRSC

“http://www.cad.zju.edu.cn/home/dengcai/Data/MLData.htm]
Shttp://sparselab.stanford.edu/



Table 1: Runtime of different coding methods on Extended
YaleB where “Tr, Te, and Ttl” stand for “Training ,Testing,
and Total” respectively.

Methods Tr Time Te Time Ttl Time
(ms) (ms) (m)
LCLR 16.8 19.5 0.73
LRSC 12.3 12.6 0.50
FDDL 2697.4 2350.8 101.6
LC-KSVD1 89.86 0.38 1.83
LC-KSVD2 90.97 0.36 1.85
SRC 0 382.5 7.64
LLC 0.57 0.6 0.02

Table 2: Recognition accuracy on Extended YaleB.
Methods SRC DLSI* FDDL LRSC LCLR
Acc. (%) 90 89 91.9 92.1 94.6

perform consistently better than SLR. This may due to the
fact that restoring X by BZ using Frobenius norm (Eqn. 3)
is more discriminative than ¢; norm (Eqn. 5).

We also evaluate the computation cost of various cod-
ing algorithms. In this experiment, all images are resized
to 24 x 21, and 32 randomly selected images are used for
training for each person. The training time is the average
time over the entire training set, and the testing time, in-
cluding both coding and classification time, is averaged over
the entire testing set. As is shown in Table 1, LLC is the
fastest algorithm, while LRSC and LCLR are close behind.
SRC uses training samples directly as the dictionary which
omits the dictionary learning process. However, the testing
phase is time-consuming. LC-KSVD can efficiently classify
a given image while the training cost is not trivial. In gen-
eral, LCLR achieves the best performance while keeping the
time cost satisfactory. All experiments are carried out using
MATLAB on a Intel Core 17-4770K PC with 16GB RAM.

As shown in Table 1, FDDL is computationally expen-
sive, thus we did not include FDDL in Figure 1. In order to
compare LCLR with FDDL, we implement LCLR as well
as LRSC under FDDL’s experimental settings (Yang et al.
2011), and the comparative results are shown in Table 2. All
results reported in Table 2 are copied from (Yang et al. 2011)
except for LCLR and LRSC. Again, LCLR and LRSC out-
perform all the methods and LCLR makes an improvement
of 2.5% accuracy over LRSC.

Handwritten Digits Recognition

The widely used USPS dataset is adopted for this task. USPS
contains 9,298 images (7,291 for training and 2,007 for test-
ing) of 10 handwritten digits, i.e., 0 ~ 9. We compare LCLR
with LRSC (Zhang et al. 2013a) as well as algorithms which
reported state-of-the-art results on this dataset, including
GraphSC (Zheng et al. 2011), FDDL (Yang et al. 2011), and
SDL (Mairal et al. 2009) and some problem-specific meth-
ods (such as SVM-Gauss, k-NN). GraphSC assumes that if
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Table 3: Error rates on the USPS dataset.

Methods Error Rate (%)
LCLR 1.14
LRSC 6.20
SDL-D 3.54
FDDL 3.69
GraphSC 5.00
k-NN 5.20
SVM-Gauss 4.20

two data points ; and x; are similar, then z; and z; should
be similar too. SDL increases the discriminative power of
the learned codes by merging coding and classification into
one single step. Here the original images of size 16 x 16 are
directly used as the feature, and the parameter settings are
the same as those for Extended YaleB except that £ = 1024
and p = 1.1.

Table 3 lists the results of LCLR and other baselines. Ex-
cept for LCLR and LRSC, all remaining results are copied
from (Yang et al. 2011). As is shown in Table 3, LCLR per-
form much better than (boosts nearly 2.5% over the second
best method) all other baselines. It is worth noting that the
best error rate published on this dataset is 2.4% (Haasdonk
and Keysers 2002), using the method tailored to this task.
Our result also defeats theirs.

Object and Scene Recognition

Other important applications of various coding algorithms
are object and scene recognition, which attracts much atten-
tion over decades. We follow the standard experimental set-
tings as that of methods used as baselines (Wang et al. 2010;
Yang et al. 2009; Liu et al. 2011): 1) All images are down-
sized to no more than 300 x 300 pixels. 2) Dense SIFT
features (Lazebnik et al. 2006) are extracted from all im-
ages from a single scale of 16 x 16 patches with an 8
pixel stepsize. 3) In the experiments, we found that the dic-
tionary update algorithm (e.g. Algorithm 2) only improves
the performance slightly and is time-consuming. Thus we
simply use K-means algorithm to generate the dictionary,
and use this for Algorithm 1. 4) Max-pooling is adopted
as it performs better than sum-pooling (Wang et al. 2010;
Liu et al. 2011). In order to incorporate spatial information,
SPM kernel (Lazebnik et al. 2006) with 3 levels of 1 x 1,
2 x 2, and 4 x 4 is utilized. 5) Linear-SVM (Fan et al. 2008)
is chosen for the classification purpose.

Scene-13 Scene-13 (Fei-Fei and Perona 2005) contains
3,859 images of 13 classes. For each class, there are 200 ~
400 images. These images include indoor environments and
outdoor scenes. Following the standard protocol, we ran-
domly choose 100 images from each class for training and
the rest for testing. We compare LCLR with SPM (Lazebnik
et al. 2006), LLC (Wang et al. 2010), ScSPM (Yang et al.
2009), LSC (Liu et al. 2011), and SC (Huang et al. 2011).
Experiments are repeated 5 times and the averaged results
are shown in Table 4. Table 4 is divided into two sections.
The bottom one lists the results of LCLR, as well as the



Table 4: Recognition accuracy on the Scene-13 dataset.

Methods Accuracy (%) Methods Accuracy (%)
HC 77.20 ScSPM 83.14
LLC 83.25 LSC 83.33
SC 82.11 LRSC 85.13

LCLR 83.86 LRSC 82.81

suburb U]
coast-0.01
forest-0.00 0.

highway -0.00

insidecity -0.00

mountain -0.00

opencountry 0.00
street -0.00
tallbuilding [-0.00
office -0.00
bedroom -0.02
kitchen -0.00
livingroom 0.01

Figure 2: The confusion matrix of the Scene-13 dataset.

LRSC implemented by ourselves, and the top part lists the
results of all baselines copied from (Zhang et al. 2013a). The
performance of LRSC decreases because in (Zhang et al.
2013a), in order to better demonstrate the power of low-rank
coding, they use a 4 (which is 8 in our setting) pixel step-
size. However, the denser the patches are sampled, the bet-
ter results the algorithm can obtain. As shown, our method
attains higher accuracy than LRSC under the same settings,
and outperform other baselines except for LRSC even if they
have denser feature points. We further show the confusion
matrix in Figure 2, from which we can see that “bedroom”
and “livingroom” are misclassified most severely. We expect
LCLR to perform better if more features can be extracted,
because for these two classes, the SIFT descriptor looks sim-
ilar.

Caltech101 The Caltech101 dataset (Fei-Fei et al. 2007)
contains 9,144 images from 102 classes (i.e., 101 object
classes as well as a “background” class). Samples from the
same class have significant shape variability. The number of
images in each class varies from 31 to 800. Following the
common experimental settings, we train on 5, 10, 15, 20, 25
and 30 images per class and test on the rest.

We compare LCLR with two low-rank based algorithms,
LRSC (Zhang et al. 2013a) and SLR (Zhang et al. 2013b) as
well as several state-of-the-art algorithms, including KSVD
(Aharon et al. 2005), D-KSVD (Zhang and Li 2010), LLC
(Wang et al. 2010), SRC (Wright et al. 2009), LC-KSVD
(Jiang et al. 2011) and ScSPM (Yang et al. 2009). The com-
parative results are shown in Table 5. We divide the table
into two sections, where the bottom part lists three low-rank
coding (LRC) based algorithms. It can be observed that by
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Table 5: Recognition accuracy on the Caltech101 dataset.

# of Tr. Images 5 10 15 20 25 30
ScSPM - - 67.0 - - 73.2
SRC 488 60.1 649 677 692 70.7
LLC 512 59.8 654 677 702 734
KSVD 49.8 598 652 687 710 732
D-KSVD 496 595 651 68.6 71.1 730
LC-KSVD2 540 63.1 677 705 723 736
SLR - - 66.1 - - 73.6
LRSC 550 635 671 703 727 744
LCLR 534 628 672 708 729 747

EEINTS

Figure 3: Example images from “metronome”,
and “minaret” (from top to bottom) with 100% accuracy.

pagoda”

taking advantages of structural information and joint coding,
LRC-based methods win 5 times in all 6 sets of statistics.
Moreover, LCLR achieves increasingly better performance
when more and more training images are used. Finally, when
using 30 training images, LCLR get the accuracy of 74.7%
which is also comparative to the result (75.02%) reported in
the original paper of LRSC (Zhang et al. 2013a). However,
we expect LCLR to perform better than theirs if LCLR uses
4 pixels stepsize when sampling patches.

There are a total of 9 classes achieving 100% recog-
nition accuracy when using 30 training images per
class. These classes are ‘“accordion”, “leopards”, “car”,
“garfield”, “metronome”, “minaret”, “pagoda”, “scissors”
and “snoopy”. Figure 3 shows some sample images from
three of these classes which have the most similar shape.
This demonstrates the discriminative power of LCLR for
similar objects.

Conclusions

In this paper, we present a new coding strategy, locality-
constrained low-rank algorithm (LCLR), for image classi-
fication. To solve the computational bottleneck of LCLR,
we also propose an efficient online optimization algorithm.
LCLR, which imposes coding consistency by joint coding
and locality-constraints, exploits the underlying manifold of
data space and dictionary space in a more thorough manner
than current low-rank based algorithms. Extensive experi-
ments show that our method improves the state-of-the-art
results on several benchmarks with only a linear classifier.
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