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Abstract

Although quantum supremacy is yet to come, there has re-
cently been an increasing interest in identifying the poten-
tial of quantum machine learning (QML) in the looming
era of practical quantum computing. Motivated by this, in
this article we re-design multi-agent reinforcement learn-
ing (MARL) based on the unique characteristics of quantum
neural networks (QNNs) having two separate dimensions of
trainable parameters: angle parameters affecting the output
qubit states, and pole parameters associated with the out-
put measurement basis. Exploiting this dyadic trainability as
meta-learning capability, we propose quantum meta MARL
(OM2ARL) that first applies angle training for meta-QNN
learning, followed by pole training for few-shot or local-QNN
training. To avoid overfitting, we develop an angle-to-pole
regularization technique injecting noise into the pole domain
during angle training. Furthermore, by exploiting the pole
as the memory address of each trained QNN, we introduce
the concept of pole memory allowing one to save and load
trained QNNs using only two-parameter pole values. We the-
oretically prove the convergence of angle training under the
angle-to-pole regularization, and by simulation corroborate
the effectiveness of QM2ARL in achieving high reward and
fast convergence, as well as of the pole memory in fast adap-
tation to a time-varying environment.

Introduction

Spurred by recent advances in quantum computing hardware
and machine learning (ML) algorithms, quantum machine
learning (QML) is closer than ever imagined. The noisy
intermediate-scale quantum (NISQ) era has already been
ushered in, where quantum computers run with up to a few
hundred qubits (Cho 2020). Like the neural network (NN)
of classical ML, the parameterized quantum circuit (PQC),
also known as a quantum NN (QNN), has recently been in-
troduced as the standard architecture for QML (Chen et al.
2020; Jerbi et al. 2021; Lockwood and Si 2020b). According
to IBM’s roadmap, it is envisaged to reach the full potential
of QML by around 2026 when quantum computers can run
with 100k qubits (Gambetta 2022).

Motivated by this trend, recent works have started re-
implementing existing ML applications using QNNs, rang-
ing from image classification to reinforcement learning (RL)
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tasks (Schuld et al. 2020; Chen et al. 2020). Compared to
classical ML, QML is still in its infancy and too early to
demonstrate quantum supremacy in accuracy and scalabil-
ity due to the currently limited number of qubits. Instead,
the main focus in the current research direction is to identify
possible challenges and novel potential in QNN-based QML
applications (Schuld and Killoran 2022).

Following this direction, in this article we aim to re-design
multi-agent reinforcement learning (MARL) using QML,
i.e., quantum MARL (OMARL). The key new element is to
leverage the novel aspect of the QNN architecture, having
two separate dimensions of trainable parameters. As analo-
gous to training a classical NN by adjusting weight parame-
ters, the standard way of training a QNN is optimizing its cir-
cuit parameters, or equivalently the rotation of the angle ¢
of the parameter quantum circuit’s output qubit states that
are represented on the surface of the Bloch sphere (Bloch
1946). Unlike classical ML, the QNN’s output for the loss
calculation is not deterministic, but is measurable after pro-
jecting multiple observations with a projector on a Hilbert
space (Nielsen and Chuang 2010). According to the quan-
tum kernel theory (Schuld and Killoran 2019), this projector
is represented as the pole 0 of the Bloch sphere, and is tun-
able by rotating the pole, providing another dimension for
QNN training.

Interpreting such dyadic QNN trainability as meta-
learning capability (Finn, Abbeel, and Levine 2017), we
propose a novel QMARL framework coined guantum meta
MARL (OM2ARL). As Fig. 1 visualizes, QM2ARL first
trains angle ¢ for meta Q-network learning, followed by
training pole 6 for few-shot or local training. The latter step
is much faster in that @ has only two parameters (i.e., po-
lar and azimuthal angles in spherical coordinates. When the
number of environments is limited, angle training may incur
overfitting, making the meta Q-network ill-posed. To avoid
this while guaranteeing convergence, we develop an angle-
to-pole regularization method that injects random noise into
the pole domain during angle training, and theoretically
proves the convergence of angle training under the presence
of angle-to-pole regularization.

Furthermore, it is remarkable that each locally-trained
QNN in QM2ARL can be uniquely represented only using
its pole deviation 6 from the origin or equivalently the meta-
trained QNN. Inspired by this, we introduce the concept of
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Figure 1: The key concept of quantum multi-agent meta reinforcement learning for a single qubit. A classical data (e.g., state
or observation) with the Q-value is mapped onto the Bloch sphere. The lighter and the darker surfaces stand for the high and
low Q-value, respectively. The first Bloch sphere presents the untrained Q-value map. From meta-QNN angle training with the
noise regularizer, the parameter quantum circuit’s parameters ¢ are trained, and the output is presented as the second Bloch
sphere. Then, the pole parameters @ are trained. If catastrophic remembering for adapting to multiple environments is needed,
the position of the pole is initialized to a certain pole (e.g., an initial pole or optimal pole of other environments).

pole memory that can flexibly save and load the meta-trained
and locally-trained QNNs only using their pole values as the
memory addresses. Thanks to the two-parameter space of 6,
the pole memory can store K different QNN configurations
only using 2K parameters, regardless of the QNN sizes, i.e.,
¢ dimensions. By simulation, we show the effectiveness of
pole memory to cope with time-varying and cyclic environ-
ments wherein QM2ARL can swiftly adapt to a revisiting
environment by loading the previous training history.
Contributions. The main contribution of this work is sum-
marized as follows. First, we propose QM2ARL, the first
QMARL framework that utilizes both the angle and pole
domains of a QNN for meta RL. Second, we develop the
angle-to-pole regularization technique to avoid the meta-
trained QNN’s overfitting. Third, we theoretically prove the
bounded convergence of meta-QNN training in the pres-
ence of the angle-to-pole regularization, which is non-trivial
as the gradient variance during angle training may diverge.
Fourth, we introduce the pole memory, and show its effec-
tiveness in fast adaptation to a time-varying environment.
Lastly, by simulation we validate that QM2ARL achieves
higher rewards and faster convergence than several base-
lines, including the naive CTDE-QMARL (Yun et al. 2022)
under the MARL environments of a two-step game (Sune-
hag et al. 2018; Rashid et al. 2020; Son et al. 2019) and a
single-hop offloading scenario (Yun et al. 2022).

Preliminaries of QMARL

QMARL Setup

Notation. The bold symbol in this paper denotes the
vectorized form of the normal symbol. |¢), ¢ =
{¢17"' a(zbkv"' ,¢|¢\}’ and 9 = {01"" aak,"' a0|0|}
are defined as an entangled quantum state, the parameters of
parameter quantum circuit, and the parameters of measure-
ment, respectively. Here, ¢ and 6y, are the k-th entries of ¢
and 0. Moreover, ®, (-)T, and (-)T denote Kronecker prod-
uct, complex conjugate operator, and transpose operator, re-
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Figure 2: QNN where the PQC and the measurement have
tunable parameters ¢, (angle) and 0 (pole), respectively.

spectively. The terms “observation” and “observable” are
used in this paper where the “observation” is information
that an agent locally obtained in a multi-agent environment,
whereas the “observable” is an operator whose property of
the quantum state is measured.

Multi-agent Settings. QMARL is modeled with decen-
tralized partially observable Markov decision process
(DecPOMDP) (Oliehoek and Amato 2016). In DecPOMDP,
the local observation, true state on current/next time-step,
action, reward, and the number of agents are denoted as
o€ Rlel s ¢ € RIsI, g € RI9l, r(s,a), and N respec-
tively. The joint observation or joint action is denoted as
o= {0"})_,,and a = {a}]_,, respectively. Each agent
has (i) QNN-based policy for execution and (ii) Q-network
and target Q-network for training.

Quantum Neural Network

As illustrated in Fig. 2, QNN consists of three compo-
nents: state encoding, PQC, and measurement (Killoran
et al. 2019), as elaborated next.

State Encoding. The state encoder feeds the observation o
into the circuit. In one-variable state encoding, the encoding
process is written as [1,) = ®%L_ [R,(ox)|0)], where oy
and R, stand for the k-th entry of observation and the rota-
tion gate over the y-axis, respectively. As an extension to our
QNN architecture, four-variable state encoding is presented



for feeding state information into the QNN-based state-value
network in QMARL (Yun et al. 2022). According to (Lock-
wood and Si 2020b), the state encoding with fewer qubit
variables (e.g., one- or two-variable state encoding) will not
suffer from performance degradation. In addition, a classi-
cal neural encoder is utilized to prevent dimensional reduc-
tion (Lockwood and Si 2020a). This paper uses one-variable
state encoding, well-known and widely used in QML.
Parameterized Quantum Circuit. A QNN is designed to
emulate the computational procedure of NNs. QNN takes
encoded quantum state |1),), which is encoded by the state
encoder. Then, PQC consists of unitary gates such as ro-
tation gates (i.e, R,, R,, and R.) and controlled-NOT
(CNOT) gates. Each rotation gate has its trainable param-
eter ¢, and the rotation gate transforms and entangles the
probability amplitude of the quantum state. This process is
expressed with a unitary operator U (¢), written as |1, ¢) =
U(®) |1o). The quantum state of PQC’s output |1, ¢) is
mapped into a 2”-dimensional quantum space similar to
NN’ feature/latent space. This paper utilizes a basic opera-
tor block as three rotation gates and a CNOT gate for each
qubit (O’Brien et al. 2004), which is controlled by the adja-
cent neighboring qubit circularly.

Measurement. A projective measurement is described by
a Hermitian operator O € [—1,1]Mel, called observ-
able. According to the Born rule, its spectral decomposi-
tion defines the outcomes of this measurement as O =
Zme M, 0 Pry 9, where P, ¢ and «,,, denote the orthog-
onal projections of the m-th qubit and the eigenvalue of
the measured state, respectively. The orthogonal projections
are written as P, = "1 @ My, ® I®L=™ where
I and M, stand for the 2 x 2 identity matrix and the |al-
combination of N[1, L], respectively. Throughout this paper,
let M,, = [ “5 % ~sinfn] denote the measurement op-

—sin@,, cosbp 1 - X
erator of the m-th qubit, which is decomposed into: My, =

cos %’1 sin Zé" } [1 0 } [cos 97’“ —sin eé"
—qin Ym Ym ’ — ’ ] h Om
sin %= cos % 0 1 sin % cos %

The quantum state gives the outcome «,, and is projected

onto the measured state Py, g |10,4) /+/P(m) with proba-
bility p(m) = (Yo,¢| Pm,0 [¥0,6) = (Pm), - The expecta-
tion of the observable O concerning |1/, ¢) is Ey, , (0] =

Zm p(m)ay, = <O>O7¢79'

QNN Implementation to Reinforcement Learning

Suppose that every MARL agent has its own Q-network and
policy. Motivated by (Jerbi et al. 2021), we define the Q-
network as follows.

Definition 1 (Q-NETWORK). Given QNN acting on L
qubits, taking input observation o, the trainable PQC pa-
rameters (i.e., angle parameters) ¢ € [—77,77]"1" and their
corresponding unitary transformation U (¢) produces the
quantum state |, ) U(p) |to). The quantum state
[0.4) and trainable pole parameters @ € [—m,7]l%l, and
a scaling hyperparameter 8 € R make an observable with
a projection matrix P, associated with an action a and
m-th qubit. The Q-network is defined as Q(o,a; ¢, 0)
B <Oa>o7¢79 =p <¢o,¢»|zmeMQ Pm,e qpo,¢>>-
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In QMARL architecture, the policy can be expressed with
the softmax function of the Q-network. Note that the policy
proposed by (Jerbi et al. 2021) has utilized measurement as
weighted Hermitian that are trained in a classical way. How-
ever, we consider that the Q-network/policy utilizes pole pa-
rameters, which will be further discussed.

Quantum Multi-Agent Meta Reinforcement
Learning

Hereafter, we use the prefix “meta-" for the terms that are re-
lated to meta learning, e.g., meta Q-network, and meta agent.
We divide QMARL into two stages, i.e., meta-QNN angle
training and local QNN pole training. In this section, we first
describe the meta-QNN angle training, where the angle pa-
rameters are trained in the angle domain [, 7]!®!. Then,
we present the local-QNN pole training where the pole pa-
rameters are trained in the pole domain [—7, 7]/®! with the
fixed meta-QNN angle parameters. Lastly, we introduce a
QM2ARL application exploiting its pole memory to cope
with catastrophic forgetting.

Meta QNN Angle Training with Angle-to-Pole
Regularization

Meta-QNN angle training aims to be generalized over var-
ious environments. This is, however challenged by the lim-
ited size of the Q-network and/or biased environments. In-
jecting noise as regularization can ameliorate this problem.
One possible source of noise is the state noise (Wilson et al.
2021), which is neither controllable nor noticeably large,
particularly with a small number of qubits. Alternatively,
during the Q-network angle training, we consider injecting
an artificial noise into the pole domain as follows.

Definition 2 (ANGLE-TO-POLE REGULARIZATION). Let
an angle noise be defined as a multivariate independent ran-
dom variable, 0 ~ U(—a, +a), where Yo € [0, 7], where
the probability density function fg(x) % Vo e U.

The angle-to-pole regularization injects artificial noise
on the pole parameters. Thus, it impacts on the projec-
tion matrix, the meta Q-network, and finally the loss func-
tion of meta Q-network. Since QM2ARL has an indepen-
dent MARL architecture, following independent deep Q-
networks (IDQN) (Tampuu et al. 2017) and the double deep
Q-networks (DDQON) (Van Hasselt, Guez, and Silver 2016),
the loss function is given as a temporal difference of the

meta Q-network: £(¢; 0 + 0, ) = ﬁ P onamoneelr +

Q(o',argmax,, a'; @', 0) — Q(o, a; ¢, 0 + 6)]2. In contrast
to the classical gradient descent, the quantum gradient de-
scent of loss can be obtained by the parameter shift rule (Mi-
tarai et al. 2018; Schuld et al. 2019). After calculating the
loss gradient, angle parameters are updated.

Note here that while the pole parameters are not yet up-
dated during meta Q-network angle training, the angle-to-
pole regularization affects the training of angle parameters
in the meta Q-network. It is unclear whether such a random
regularization impact obstructs the QM2ARL convergence,
calling for convergence analysis. To this end, we focus on
analyzing the convergence of the meta-QNN angle training



under the existence of the angle-to-pole regularization while
ignoring the measurement noise.

In the recent literature on quantum stochastic optimiza-
tion, the QNN convergence has been proved under a black-
box formalization (Harrow and Napp 2021) and under
the existence of the measurement noise with noise-free
gates (Gentini et al. 2020). Based on this, in order to focus
primarily on the impact of the angle-to-pole regularization,
we assume the convergence of meta Q-network angle train-
ing without the regularization as below.

Assumption 1 (CONVERGENCE WITHOUT REGULARIZA-
TION). Without the angle-to-pole regularization, at the t-th
epoch, the angle training error of a meta Q-network with its
suboptimal parameter ¢* is upper bounded by a constant
€t Z O, i.e., H¢t — d)*” S €t.

For the sake of mathematical amenability, we additionally
consider the following assumption.

Assumption 2 (B1-L1PSCHITZ
Meta Q-network is  bi-Lipschitz
Lil| 252 miVel(9,0:65) < lge — o7 <
LQH Z]Oit 77]V¢£(¢), 9, 5]) , where Ly > Li > 0,
n; > 0and &; are constant learning rate and an episode at
epoch j, respectively.

CONTINUOUS).
continuous, i.e.,

Then, we are ready to show the desired convergence.

Theorem 1. With Assumptions 1 and 2, the angle training
error of a meta Q-network with angle-to-pole regularization

at epoch t is upper bounded by a constant E H(;St — " H <
Sna (e + €;).

Proof Sketch. We derive the bound of the expected ac-
tion value (Lemma 1), the expected derivative of ac-
tion value (Lemma 2), and the variance of action value
(Lemma 3) over the angle-to-pole regularization. Accord-

ing to Assumption 1, the term Eg||¢; — ¢*|| is bounded
by €;. Meanwhile, by applying Lemma 3, the error term

28%n.;
[pandi

tion is upper bounded by a constant €;, completing the
proof.

> ree; Vo (O), 0.6l due to the regulariza-

Local QNN Pole Training

We design the few-shot learning in the pole domain. The rea-
son is as follows: First of all, if the size of QNN is small, then
the QNN suffers from adapting to multiple environments.
The simplest way to cope with this problem is that extend the
model size. However, scaling up the QNN model size is also
challenging. Second, the measurement is an excellent kernel
where the entangled quantum state is mapped to the observ-
able (Havlicek et al. 2019; Schuld and Killoran 2022), while
using very small parameters. The last one is that the heritage
of measurement enables fast catastrophic remembering to be
more intuitive, reversible, and memorable than the classical
few-shot method (Farquhar and Gal 2018). Motivated by the
mentioned above, we propose the pole memory where the
pole parameters are temporally/permanently stored.

For the local-QNN pole training, and inspired by
VDN (Sunehag et al. 2018), we assume that the joint

11090

Algorithm 1: Training Procedure

1 Initialize parameters, ¢ < ¢, ¢’ < ¢, 0 < 0,
and V0" + 0O;
while Meta-QNN Angle Training do
Generate an episode,
£ < {(og,a0,71,...,00_1,ar_1,77)}, ..
a~ Ty 946> a\a ~ (random policy) ;
Sampling angle noise for every step,
0 ~Ul-a,a];
Compute temporal difference, £L(¢;0 + 0, &),
and its gradient V4L (¢p; 0 + 6, E);
Update angle parameters,
¢ b~V oL($; 0+ 0,E);
| if Target update period then ¢’ < ¢;
while Local-QNN Pole Training do
Generate an episode
€+ {(005 ap, Tty - -
Ya" ~ Tp,0m ;s
Compute temporal difference £,(0; ¢, E), and
its gradient Vo L,(0; ¢, &);
Update © <— © — VgL, (0;0,E);
| if Target update period then ©' «+— ©;

2

.,07_1,ar_1,7T)}, S.t.
10

11
12

action-value can be expressed as the summation of lo-
cal action-value across N agents, which is written as
Qtot(saalvazv"' 7aN) %27]2]:1 Q(On7an;d)7 en),
where Q(o",a"; ¢,0™) denotes n-th agent’s local Q-
network which is parametrized with the angle parame-
ters ¢, and n-th agent’s pole parameters 6". Note that
the local-QNN pole training only focuses on training
pole parameters © = {#"}"_,, and we do not con-
sider angle noise in local-QNN pole training. We expect
to maximize joint-action value by training the pole pa-
rameters (i.e., rotating the measurement axes). To max-
imize the cumulative returns, we design a loss func-
tion for multi-agent as L,(0;¢,E,0") = % Yorelt +

v Y (max Qo™ a"; 4,0™) — Q0" a5 ¢,6"))?),

where 7 = (0,a,7,0') and ©’ = {§™} N

~
~

+

n—1 stand for the
transition sampled from environment and the target trainable
pole parameters of whole agents, respectively. Note that the
loss gradient of £, can be obtained by the parameter shift
rule. Since the convergence analysis of £, is challenging,
we show the effectiveness of the local-QNN pole training
via numerical experiments.

QM2ARL Algorithm

The training algorithm is presented in Algorithm 1. All pa-
rameters are initialized. Note that the pole parameters are
initialized to 0. Thus, the measurement axes of all qubits
are the same as the z-axes in the initialization step. From
(line 2) to (line 7), the parameters of the meta Q-network are
trained with an angle noise 8 ~ U[—a, +a]. In meta-QNN
angle training, only one agent (i.e., meta agent) is trained,



Algorithm 2: Learning Procedure for Fast Remem-
bering

1 Notation. 6,,: the pole from pole memory;
2 Initialization. V¢, ¢’ < ¢, V0,0™ < 0;
3 while Meta-QNN Angle Training do

4 | £« 0

5 for env € set of environment do

6 Generate an episode, Expmp;

7 E—EUEmp;

8 | ¢ d—nVeL(h;0+6,8);

9 | if Target update period then ¢’ «+ ¢;

10 while Training do
11 Initialize VO™ < 6,,, n < 10;
12 | Local QNN Pole Training in Algorithm 1;

where the meta agent interacts with other agents in a multi-
agent environment. The action of the meta-agent is sampled
from its meta policy, i.e., ™ $.0+6° and the other agents fol-
low other policies. The loss and its gradient are calculated
and then updated. The target network is updated at a cer-
tain updating period. After the meta-QNN angle training,
all pole parameters are trained to estimate the optimal joint
action-value function, which is corresponding to the local
ONN pole training. In local QNN pole training, all actions
are sampled with their local Q-networks to achieve a goal of
the new task. The rest of the local QNN pole training is sim-
ilar to the procedure of the meta-QNN angle training except
for training pole parameters with a different loss function.

Pole Memory for Fast Remembering Against
Catastrophic Forgetting

The pole memory in QM2ARL can be utilized to cope
with catastrophic forgetting via fast remembering (Kirk-
patrick et al. 2017). To illustrate this, we first consider that
a Q-network is trained in one environment. After train-
ing, a Q-network is trained in another environment, which
may forget the learned experiences in the previous environ-
ment (Mirzadeh et al. 2020). To cope with such catastrophic
forgetting, existing methods rely on replaying the entire pre-
vious experiences (Daniels et al. 2022), incurring a high
computational cost. Alternatively, QM2ARL can first reload
a meta-model in the pole memory, thereby fast remember-
ing its previous environment with fewer iterations. Precisely,
as illustrated in Algorithm 2, the meta Q-network is trained
over various environments. Then, local QNN pole training
is conducted for fine-tuning the meta Q-network to a spe-
cific environment. Finally, when re-encountering a forgotten
environment during continual learning, the pole parameters
can be re-initialized as the meta Q-network in the pole mem-
ory. This achieves fast remembering against catastrophic for-
getting as we shall discuss in Fig. 6.

Numerical Experiments

The numerical experiments are conducted to investigate the
following four aspects.
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(a) Two-step game

r(spat,a?) a?=0 a?=1
al=0 7 7
at=1 7 7

r(s3,at,a?) a?=0 a?=1
al=0 0 1
at=1 1 8

(b) Reward of two-step game

r(sy,at,a?) a?>=0 a’?=1 r(sy,at,a?) a?>=0 at=1
al=0 4 4 al=0 4 4
at=1 4 4 at=1 4 4

r(s3,al,a®) a?=0 a?=1 r(s3,al,a®) a?=0 at=1
at=0 0 1 at=0 8 1
al=1 1 8 al=1 1 0

(c) Reward of environment A (d) Reward of environment B

Figure 3: Two-step game environment.

Impact of Pole Parameters on the Meta Q-Network

To confirm how the action-value distribution of the meta Q-
network is determined according to the position of the pole,
we probe all pole positions of the meta Q-network when the
meta-QNN angle training is finished. Then, we trace the pole
position while the local QNN pole training proceeds. The
experiment is conducted with the two-step game environ-
ment (Son et al. 2019), which is composed of discrete state
spaces and discrete action spaces.

Fig. 4 shows the action value regarding the position of the
pole. Fig. 4(a) corresponds to when the angle-to-pole reg-
ularization is not applied. In addition, the application of the
angle-to-pole regularization is shown in Fig. 4(b—d). The an-
gle noise bound was set to a = {30°,60°,90°}. As shown
in Fig. 4(a), the action-value distribution has both high and
low values. When the angle-to-pole regularization exists, we
figure out that the minimum and maximum values are evenly
and uniformly distributed as shown in Fig. 4(b—d). In addi-
tion, the variance of the action value is large, if angle noise
exists. Therefore, the pole parameter is trained in diverse di-
rections, and thus it can be confirmed that the momentum
is large in Fig. 4. Finally, it is obvious meta Q-network is
affected by angle-to-pole regularization.

Impact of Angle-to-Pole Regularization

The main proof of Theorem 1 suggests that the angle bound
« of the angle-to-pole regularization plays a vital role in the
convergence bound. Therefore, we conduct an experiment
to investigate the role of angle-to-pole regularization. The
purpose is to observe the final performance and the angle
bound «. Likewise, the experiment is conducted with a two-
step game environment.

To deep dive into the impact of the angle noise regu-
larizer, we investigate the optimality corresponding to the
loss function and optimal action-value function. We con-
duct meta-QNN angle training and local-QNN pole train-
ing with 3,000 and 20,000 iterations for the simulation,
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Figure 4: Action values distribution over the pole positions in meta Q-network and the trajectories of two agents’ pole positions
in the local-QNN pole training. The darker color in the grid coordinate or color bar indicates the higher the action-value (i.e.,
Q(s,a) = 12), and the lighter color is the lower the action-value (i.e., Q(s,a) = 2). In addition, the red/blue dot indicates the
pole position of the first and second agent, respectively. In addition, the points of dark/light color indicate the pole positions at

the beginning/end of local QNN pole training.

respectively. The two agents’ pole parameters (i.e., 8' and
0?) are trained in local-QNN pole training. We test under
the angle noise bound o € {0°,30°,45°,60°,90°}. We set
the criterion of numeric convergence when the action-values
given s; and ss, stop increasing/decreasing. As shown in
Fig. 5(a), the training loss is proportioned to the intensity
of angle noise. Fig. 5(b)/(c) shows the numerical results of
meta-QNN angle training and local QNN pole training. As
shown in Fig. 5(b), the larger angle bound, the distance be-
tween the action-value of the meta Q-network and the opti-
mal action-value is larger. As shown in Fig. 5(c), the smaller
angle bound, QM2ARL converges slowly, and when the an-
gle bound is large, it shows faster convergence. In summary,
despite the angle noise regularizer making meta-QNN angle
training slow convergence, the angle noise regularizer makes
the local-QNN pole training fast convergence.

Effectiveness of Pole Memory in Fast
Remembering

Compared to the Q-network used in the existing reinforce-
ment learning, the structural advantages of QM2ARL ex-
ist corresponding to fast remembering. QM2ARL can re-
turn the pole position to the desired position. This struc-
tural property does not require a lot of memory costs, and
it only requires a small number of qubits. Therefore, we in-
vestigate the advantage of QM2ARL corresponding to fast
remembering. We consider a two-step game scenario under
two different environments, Env A and Env B as shown in
Fig. 3(c)/(d). To intentionally incur catastrophic forgetting,
in Algorithm 2, the original reward function (i.e., Env A)
is changed into a wrong reward function (Env B so that
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the training fails to achieve high Q-value. Then, the reward
function (Env B) is rolled back to that of Env A, under
which conventional training may take longer time or fail to
achieve the original Q-value. The meta Q-network is trained
for 5,000 epochs. Then, we conduct local-QNN pole training
for 10,000 epochs per environment. To avoid catastrophic
forgetting, we train the pole parameters in Env A (Phase I),
then Env B (Phase II), and finally Env A (Phase III). From
this experiment, we compare QM2ARL with pole memory
(denoted as w. PM.) and without pole memory (denoted as
w/o. PM.) for two angles bound @ € {0°,30°}. For per-
formance comparison, we adopt optimal Q-value distance
Fig. 6 shows the results of the fast remembering scheme. In
the dotted curve in Fig. 6, if the value of y-axis is closer to
zero, QM2ARL achieves adaptation to the environment. In
common, all frameworks shows the better adaptation to Env
A then Env B. As shown in phase I of Fig. 6, the initial tan-
gent of the optimal Q-value distance shows steep when the
pole memory is utilized. In phase II, the comparison (i.e.,
no pole memory) cannot adapt to Env B, while the proposed
framework (denoted as o = 30° w. PM) adapts to Env B.
In addition, utilizing a pole memory shows faster adapta-
tion. The result of phase III shows faster adaptation, which is
similar to the results of phase I. In summary, the pole mem-
ory enables QM2ARL to achieve faster adaptation, and the
proposed framework (i.e., QM2ARL leveraging both angle-
to-pole regularization and pole memory) shows faster and
better adaptation.
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Figure 6: Fast remembering.

QM2ARL vs. QMARL and Classical MARL

We compare QM2ARL with the existing QMARL algo-
rithms and the performance benefits compared to a classi-
cal deep Q-network based MARL with the same number of
parameters (Yun et al. 2022; Sunehag et al. 2018).

An experiment has been conducted on a more difficult
task than a two-step game, a single-hop environment. In
Fig. 7(a), there was no significant difference in performance
when angle noise exists (i.e., « = 30°) and when it does
not exist. However, in the local-QNN pole training, the per-
formance difference between the existence of angle noise
is large, as shown in red line and blue line of Fig. 7(b).
When comparing blue line and green line, the convergence
of the proposed scheme is faster than that of the conventional
CTDE QMARL technique. When compared with the local-
QNN pole training without pretraining, the performance de-
terioration is significant. In summary, like single-hop envi-
ronment, the performance of the method proposed in this
paper is superior to multi-agent learning and inference over
a finite horizon.
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Figure 7: Performance in the more complex environment.

Concluding Remarks

Inspired from meta learning and the unique measurement
nature in QML, we proposed a novel quantum MARL
framework, dubbed Q2MARL. By exploiting the two train-
able dimension in QML, the meta and local training pro-
cesses of Q2MARL were separated in the PQC angle and its
measurement pole domains, i.e., meta-QNN angle training
followed by local-QNN pole training. By reflecting this se-
quential nature of angle-to-pole training operations, we de-
veloped a new angle-to-pole regularization technique that
injects noise into the pole domain during angle training.
Furthermore, by exploiting the angle-pole domain separa-
tion and the small pole dimension, we introduced a con-
cept of pole memory that can save all meta-QNN and local-
QNN training outcomes in the pole domain and load them
only using two parameters per each. Simulation results
corroborated that Q2ZMARL achieves higher reward with
faster convergence than an QMARL baseline and a classi-
cal MARL with the same number of parameters. The results
also showed that the proposed angle-to-pole regularization
is effective in generalizing the meta-QNN training, yet at
the cost of compromising convergence speed. It is therefore
worth optimizing this trade-off between generalization and
convergence speed in future research.
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