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Abstract

Diffusion models have attained remarkable success in the do-
mains of image generation and editing. It is widely recog-
nized that employing larger inversion and denoising steps
in diffusion model leads to improved image reconstruction
quality. However, the editing performance of diffusion mod-
els tends to be no more satisfactory even with increasing de-
noising steps. The deficiency in editing could be attributed
to the conditional Markovian property of the editing pro-
cess, where errors accumulate throughout denoising steps. To
tackle this challenge, we first propose an innovative frame-
work where a rectifier module is incorporated to modulate
diffusion model weights with residual features, thereby pro-
viding compensatory information to bridge the fidelity gap.
Furthermore, we introduce a novel learning paradigm aimed
at minimizing error propagation during the editing process,
which trains the editing procedure in a manner similar to de-
noising score-matching. Extensive experiments demonstrate
that our proposed framework and training strategy achieve
high-fidelity reconstruction and editing results across various
levels of denoising steps, meanwhile exhibits exceptional per-
formance in terms of both quantitative metric and qualitative
assessments. Moreover, we explore our model’s generaliza-
tion through several applications like image-to-image trans-
lation and out-of-domain image editing.

Introduction

As a rising star of generative models, tremendous works of
diffusion models (Ho, Jain, and Abbeel 2020; Song et al.
2020) have been exploded in recent years. Except for works
focusing on optimizing diffusion algorithm itself (Nichol
and Dhariwal 2021; Song, Meng, and Ermon 2020), oth-
ers devote to studying how to add controllable conditions
to diffusion models, including adding image guidance (Choi
et al. 2021), classifier guidance (Dhariwal and Nichol 2021;
Avrahami, Lischinski, and Fried 2022), using representation
learning (Kwon, Jeong, and Uh 2022) or additional networks
(Rombach et al. 2022; Zhang and Agrawala 2023). These
methods then inspire series of applications based on diffu-
sion models, like image inpainting (Lugmayr et al. 2022),
image translation (Meng et al. 2021), super resolution (Ho
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Figure 1: Reconstruction and editing results under various
levels of inversion and denoising steps. While increasing
steps makes reconstruction nearly perfect, the outcomes of
editing still remain far from satisfactory (attribute: smiling).

et al. 2022) and image editing (Nichol et al. 2021; Kwon,
Jeong, and Uh 2022; Hertz et al. 2022).

Existing work on image editing based on diffusion models
could be roughly divided into two categories. One is through
image guidance (Nichol et al. 2021; Yang et al. 2023), these
methods take advantage of diffusion model’s image-level
noisy maps, and achieve editing by adding pixel-wise con-
trol through denoising process. But the disadvantages are
that these methods need either mask (Avrahami, Lischinski,
and Fried 2022), estimating mask (Couairon et al. 2022) or
segmentation map (Matsunaga et al. 2022) to get fine control
of images, besides, they are not suitable for semantic editing
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and the editing directions are usually heterogeneous. Other
methods manipulate images via internal representation of
diffusion, by exploring semantic latent space (Kwon, Jeong,
and Uh 2022; Preechakul et al. 2022), or finetuning model
parameters (Kim, Kwon, and Ye 2022; Kawar et al. 2023).
These method don’t need mask as constraints, and except
some of them only handle single image and corresponding
text prompt as input (Hertz et al. 2022; Kawar et al. 2023),
they get editing directions in good properties that are ho-
mogenoues, linear and robust (Kwon, Jeong, and Uh 2022).
Despite the superiorities, these methods, due to they off-
set the denoising process following editing directions, often
cause changes in irrelevant attributes, and the details of im-
age will also be lost or distorted. It should be noted that for
reconstructions, increasing diffusion steps could do nearly
perfect reconstruction for most images, but this doesn’t hold
true in the case of editing. The deficiency in editing could
be attributed to its conditional Markovian property, leading
to error accumulating and amplifing (Mokady et al. 2023).
Fig.1 shows some reconstruction and editing results with
various levels of diffuse and denoise steps from 50 (the low-
est common steps used to save time) to 1000 (the highest
steps adopted to train original DDPM), the editing attribute
is smiling. As illustrated, reconstruction attains nearly per-
fect results with increasing steps, whereas for editing, the
outcomes are still far from satisfactory.

To solve these problems, we first analyze why diffusion
models suffer from distorted reconstructions or edits, and
how these problems could be alleviated. Following that,
we propose a designed framework and develop an effec-
tive training strategy to resolve these issues. Firstly we do
this by adding a rectifier into diffusion model to fill the fi-
delity gap during denoising process. The rectifier is a hyper-
network (David, Andrew, and Quoc 2016) that encodes the
residual feature of original image and each step’s estima-
tion, at every step, it learns to predict the offsets of convo-
lutional filters’ weights for diffusion model’s corresponding
layers, providing compensated information for high-fidelity
reconstruction. Secondly, to further reduce the propagation
of error during editing process, we introduce a new paradigm
for training editing based on diffusion models. Unlike previ-
ous methods who adopt Markov-like training strategies that
make error accumulation (Kim, Kwon, and Ye 2022; Kwon,
Jeong, and Uh 2022), we train editing in a way like denois-
ing score matching (Song et al. 2020) which is wildly used in
training diffusion models (Ho, Jain, and Abbeel 2020; Song
et al. 2020; Lipman et al. 2022). This restrains the trajectory
deviation caused by editing not to accumulate, and effec-
tively improves the faithfulness of edited results. Extensive
experiments show that our method produces high-fidelity re-
construction and editing results without retraining diffusion
model itself, especially for out-of-domain images.

To summarize, the main contributions are:

e We propose an innovative framework to achieve high-
fidelity reconstruction and editing based on pretrained
diffusion model, where a rectifier is incorporated to mod-
ulate model weights with residual features, providing
compensated information for bridging the fidelity gap.
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» To further reduce error propagation during editing, we
propose a new learning paradigm where editing is trained
in a manner similar to denoising score-matching. This
prevents denoising trajectory from accumulated devia-
tion, effectively improves the fidelity of edited results.

Related Work
Image Editing with Diffusion Models

The most intuitive way of using diffusion model for editing
is to utilize the intermediate noisy maps generated during
denoising process. These maps have the same resolutions as
output images, making it convenient to directly add pixel-
wise controls for manipulation, and their noisy property re-
tains randomness for generation diversities. Many works
take this advantage and apply it in various tasks like se-
mantic editing (Choi et al. 2021), image translation (Meng
et al. 2021), inpainting (Lugmayr et al. 2022), and pixel-
level editing with mask (Nichol et al. 2021; Yang et al. 2023;
Avrahami, Lischinski, and Fried 2022). Some other meth-
ods explore the influence of internal representation to at-
tribute editing, instead of changing sampling process, they
change the diffusion model itself by exploring the seman-
tic latent inside (Kwon, Jeong, and Uh 2022), or finetun-
ing the model to adapt editing tasks (Kim, Kwon, and Ye
2022; Hertz et al. 2022; Kawar et al. 2023). These methods
could get homogenous and robust editing directions without
the help of mask, but often suffer from distortion and low-
fidelity. Besides interfering the denoising process or finetun-
ing diffusion model, some methods take a novel yet different
path to achieve editing by modulating the initial noise (Mao,
Wang, and Aizawa 2023). There are also some novel meth-
ods who offer customized text control by inverting images
into textual tokens (Gal et al. 2022a; Mokady et al. 2023).

High-Fidelity Inversion of GANs

Unlike the natural inversion capability exists in diffusion
models (Song, Meng, and Ermon 2020), GANs (Goodfel-
low et al. 2020) need to do inversion by encoder (Richardson
et al. 2021), optimization (Abdal, Qin, and Wonka 2020) or
a combination of both (Zhu et al. 2020). Poor fidelity of in-
version and reconstruction leads to the distortion-editability
trade-off in GAN-based editing tasks (Tov et al. 2021). That
is, good editing directions often lead to bad distortions and
vice versa, it’s hard to keep distortion and editing results
both satisfying. Many works resolve this problem by im-
proving inversion fidelity of GANSs. Restyle (Alaluf, Patash-
nik, and Cohen-Or 2021) achieves this goal through itera-
tive refine the residual of latent code. StyleRes (Pehlivan,
Dalva, and Dundar 2023) transforms the residual of fea-
ture maps instead of images into editing branch, and pro-
pose a cycle-consistency loss to retain input details. HFGI
(Wang et al. 2022) instead adaptively aligns the distortion
map then fuses it into generator’s internal feature maps, sim-
ilar idea is also presented in ReGANIE (Li et al. 2023).
While most works often keep generator weight unchanged,
there are other methods like HyperStyle (Alaluf et al. 2022)
who chooses to finetune generator parameters. Motivated by
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Figure 2: Overview of our proposed rectifier framework. The rectifier is a hypernetwork consisting of a global encoder and
multiple subnet branches. It takes as input the original image @ and the estimation at each step (P; [€/ (z;)]), targets to modulate
the degraded residual features into offset weights, providing compensated information for high-fidelity reconstruction. We select
the middle and up-sampling blocks of U-Net for modulate, considering that these blocks contain both high-level semantic
information and low-level details. We also employ separable convolution to reduce the amount of generated parameters.

these methods, while considering the particularity of dif-
fusion model relative to GAN, we propose a high-fidelity
framework adapted for diffusion models.

Methodology

In this section, we start by explaining why diffusion models
suffer from distorted reconstructions and edits. Then we will
elaborate on how these issues could be alleviated, followed
by the introduction of our method.

High-Fidelity Problem in Diffusion Models

Reconstructions of diffusion model are not always perfect.
As claimed in PDAE (Zhang, Zhao, and Lin 2022), the ma-
jor reason of these imperfections is there exists a clear gap
between the predicted posterior mean and the true one. Com-
pared to reconstruction, editing deviates denoising trajectory
thus leads to more error accumulation (Mokady et al. 2023),
while (Ho and Salimans 2022) also figures out that the ef-
fect induced by editing condition (such as classifier or con-
ditioned text) will be amplified during denoising process,
making editing a harder task than merely reconstruction.
According to (Zhang, Zhao, and Lin 2022), some prior
knowledge about xy introduced to the reverse process will
help reduce the gap and achieve better reconstruction. From
this perspective, classifier-guidance (Dhariwal and Nichol
2021) method can be seen as utilizing the class information
to fill this gap, via shifting the predicted posterior mean with
an extra item computed by the classifier’s gradient (Zhang,
Zhao, and Lin 2022). PDAE also proves that this is equiva-
lent to shifting the noise predicted by the model, thus they
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use an additional network predicting noise shift to make up
for the information loss.

Hypernetwork as Rectifier

While these methods point out how to compensate for the in-
formation gap, their reconstructions are still far from high-
fidelity, and resorting to external network or classifier also
makes it difficult to generalize to semantic editing tasks
which mainly relies on diffusion’s internal representations.
In this work, we propose a framework where a rectifier is in-
corporated to modulate residual features into offset weights,
providing compensated information to help pretrained dif-
fusion model achieving high-fidelity reconstructions. The
framework is illustrated in Fig. 2. Our rectifier is a hypernet-
work (David, Andrew, and Quoc 2016) which takes as input
every step’s estimation and original image, expected to ex-
ploit the degradated residual features to fill the fidelity gap.
The inputs first pass through a global encoder, then trans-
formed by a series of sub-nets to generate layer-wise modu-
lation. We choose to modulate the middle and up-sampling
blocks of U-Net (Ronneberger, Fischer, and Brox 2015),
considering they contain both high-level semantic informa-
tion and low-level details. Furthermore, without the interfer-
ence of other representations like classifier, our framework
is highly adaptive for semantic editing tasks, and is easier to
generalize to other diffusion-based downstream tasks.

For parameter modulation, we generate offsets for all con-
volutional layers’ kernel weights, instead of regenerating
them from scratch. This can preserve prior knowledge of
pretrained diffusion model as much as possible (Alaluf et al.
2022). Specifically, at time step ¢, the rectifier R takes in the
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Figure 3: Editing training strategy. Instead of shifting from
previous edited results in a Markovian style used in Diffu-
sionCLIP (a), which may lead to error propagation, we start
from the original trajectory at each step to find editing di-
rection (b), further alleviating error accumulation caused in
editing process.

original image x( and the prediction result using x;, then
outputs weight offsets A; for /-th layer of U-Net which are
then assigned to each channel 7 of j-th filter:

Ay = R(mo, Pelel (1)), 1), (1)

where € represents the noise estimation at time step ¢
with parameter 0. P;[€)(z;)] = (¢ — VT — avel)//ar
refers to the estimation of xy using x; defined in DDIM
(Song, Meng, and Ermon 2020), and oy denotes the trans-
formed variance noise schedule used in DDPM (Ho, Jain,
and Abbeel 2020). The kernel weight is modulated as:
Oy =01 - (L+ A7) 2)
Considering the huge cost of estimating weight offsets for
all selected layers, we employ separable convolution (Alaluf
et al. 2022) to cut down the amount of parameters generated.
Rather than predicting offsets for every filter of every chan-
nel (which requires ), hxw * Cj;, * Cyyy parameters gener-
ated in total), we decompose it into two parts: hxw * C;, * 1
and h x w * 1 % Cyy, their product is taken as the final
output. In this way, the number of parameters is reduced to
Yoe(hxwx Cyp % 14 hs w s 1% Coyy). This significantly
reduces memory usage of the network, while not affecting
its capability too much. For loss function, we choose noise
fitting loss as our training objective:
X 2
Erac = Et,mg,e |:H€ - 6?($t) 2:| . 3)

It is rational to consider other loss functions, like ¢1 loss,
which is commonly used in GAN finetuning tasks (Alaluf
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Algorithm 1: Editing Training Strategy

1: repeat

2: xo~ q(xo)

3: ¢~ Uniform({1,...,7})

4 e~N(0,I)

50 @ =auxo + V1 — aqe

6: 0 0-(1+R(xo,Pe[el (x4)],1))
7. Take gradient descent step on

VRﬁdirectiorE (Pt [6? (mt)]a ttar; Zo, tsrc)

VRﬂ@l (Pt [Eg(illt)], :EU)
8: until converged

et al. 2022; Wang et al. 2022). We also validate the effec-
tiveness of these loss functions for diffusion models, and the
relevant results are shown in supplementary material.

Training Editing Like Score Matching

As claimed before, compared with reconstruction, editing is
more challenging and more susceptible to causing distortion
during denoising process, owing to the error accumulation
introduced by input condition. How to diminish these impact
and keep high-fidelity for editing is a critical issue we should
consider next. Current methods train editing in a Markovian
way (Kim, Kwon, and Ye 2022; Kwon, Jeong, and Uh 2022),
in which case the deviation of denoising trajectory will grad-
ually accumulate, leading to irrelevant attributes change, de-
tails loss or distortion (Fig.1). To alleviate this problem and
further reduce the error propagation in editing process, we
propose a training strategy that trains editing in a manner
similar to denoising score matching (Song et al. 2020). Our
editing training strategy is depicted in Fig.3. The inspiration
is drawn from the training strategy of diffusion model (Ho,
Jain, and Abbeel 2020) and score-based generative model
(Song et al. 2020). Instead of drifting from previous edited
results in a Markovian way, we instead take the original tra-
jectory as the starting point to find editing directions for each
step. This eschews the accumulation of the the deviations
caused by editing, and further reduces the error propagated
in editing process. Specifically, we reuse the rectifier to mod-
ulate model’s weights served for editing, which can also be
interpreted as shifting the output distribution of the entire
model along the direction of attribute change.

Another advantage of our editing training strategy is that
we do not need to specify any heuristic-defined parameters
to fit different attributes. It should be remarked here that
for methods like Asyrp (Kwon, Jeong, and Uh 2022) and
DiffusionCLIP (Kim, Kwon, and Ye 2022), neither of them
employs editing through the entire denoising process. Asyrp
halts editing prematurely and adds stochastic noise then to
boost preceived quality, while DiffusionCLIP does not in-
verse images into complete noise for preserving their mor-
phologies. Setting these parameters meticulously for every
separate attribute is intricate and bothersome. Our method
though, starts from pure noise and traverses the process
throughly to get editing results, no extra settings are needed.

We incorporate the directional CLIP loss (Gal et al.
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2022b) to train the editing process. Specifically, given the
source image xs.. and text tg.. as well as the target im-
age Ty and text t;q., we can calculate the feature direc-
tions encoded by CLIP’s image encodeer E; and text en-
coder Er, i.e., Al = E(xia,) — Er(@sre) and AT =
Er(tiar) — Er(tsr). The directional CLIP loss aims to
align the image change Al and text change AT, which
could be formulated as:

(AI,AT)
[AT[[ AT
Motivated by (Kim, Kwon, and Ye 2022), we also in-

troduce another ¢; loss as a regularizer to circumvent the
change in irrelevant attributes:

“

‘Cdirection (wtar; ttar; Lsrcs tsrc) =1

£€1 (wtarywsrc) = ||wtar - ws’rc” . (5)
Our final loss function for training editing is:
»Cedit = )\CLIP»Cdirection + )\recon['Zl . (6)

Training of editing is established upon the foundation of
model pretrained by the rectifier part. During inference, we
still use the same sampling procedure as DDPM (Ho, Jain,
and Abbeel 2020), but with the modulated model that leads
to corresponding attribute change. Our training strategy is
elucidated in Algorithm 1.

Experiments
Implementation Details

We conduct experiments on FFHQ (Karras, Laine, and Aila
2019), CelebA-HQ (Karras et al. 2017), AFHQ-dog (Choi
et al. 2020), METFACES (Karras et al. 2020), LSUN-
church/-bedroom (Yu et al. 2015) datasets with the outcomes
of various levels of steps, and all pretrained models are kept
frozen. Note that due to the separable convolution used in
rectifier, our model is GPU-efficient and are able to com-
plete all training tasks on a single RTX 3090TI GPU.

Reconstructions

We present both quantitative and qualitative evaluations of
image reconstruction. We conduct our rectifier on several
backbones with various datasets, and the quantitative results
are shown in Table 1. iDDPM (Nichol and Dhariwal 2021)
is employed for human faces, and the metrics are calculated
on 10,000 random sampled images from CelebA-HQ using
model trained on FFHQ under 50 inversion and sampling
steps. In terms of natural scenes, we use DDPM++ (Song
et al. 2020) as foundation model and implement on LSUN-
Church (Yu et al. 2015) with 20 steps. It is worth noting that
even though we do not train on these indicators and only
train with noise fitting loss as Eq.(1), our method still out-
performs original model under some of the reconstruction
quality assessment criterias. We also test the average poste-
rior mean gap | Ae||?, and it turns out our method reaches
lower gap than original model. These results manifest our
rectifier could bring quality improvement for model’s over-
all output distribution, and indeed provides compensated in-
formation thus fills the fidelity gap.
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Method Ly L, LPIPS SSIM |[|Ae?
iDDPM | 0.090 0.016 0.150 095 6.671e-3
Ours 0.085 0.014 0150 094 6.671e-3
DDPM++ | 0255 0.100 0.643 048 1.559¢2
Ours 0.254 0.108 0.642 048  1.558e-2

Table 1: Quantitative results of image reconstruction.

iDDPM Original

Ours

Figure 4: Comparison of reconstruction quality under 50
steps. Our method is more robust to occlusions (Ist col-
umn), illuminations (2nd column), viewpoints (3rd and 4th
columns), and performs better at restoring coarse shapes (5th
column) and preserving fine details (6th column).

Some qualitative samples are shown in Fig.4. With the
help of rectifier, our reconstructions become robust to occlu-
sions, illuminations, viewpoints, and performs better at both
restoring coarse shapes and preserving details. More visual
results can be found in the supplementary materials.

Editings

For comparison of editing performance, we choose the rep-
resentational editing methods based on diffusion backbones
that retain state-of-the-art: Asyrp (Kwon, Jeong, and Uh
2022), DiffusionCLIP (Kim, Kwon, and Ye 2022). Among
them, Asyrp leverages the deepest feature maps inside U-
Net’s bottleneck, treating it as diffusion model’s semantic la-
tent space to produce manipulations. DiffusionCLIP, on the
other hand, directly finetunes the whole model for attaining
editing results. We also conduct experiment on some image-
guidance methods like GLIDE (Nichol et al. 2021) to test
their abilities towards semantic editing, for which the results
could be found in supplementary materials.

In a comparable manner to reconstruction part, both quan-
titative and qualitative evaluation of editing are exhibited
here too. Fig.5 presents some qualitative comparisons to-
wards different methods trained under 50 inversion and sam-
pling steps. Like previously noted, neither of Asyrp nor Dif-
fusionCLIP employs edit through the entire denoising pro-
cess, Asyrp applies stochastic noise during final process to
boost perceived quality, and DiffusionCLIP begins editing
from intermediate noisy images for preserving their mor-
phologies. Our method, though starts from complete noise
and traverses the whole denoising process to edit, still carries
out editing results with exceptional quality. Several illustra-
tive examples are, for instance, elements like hat and ring are
kept intact during semantic editing, along with the preserva-
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Figure 5: Editing qualitative comparisons. Our method delivers realistic edits while maintaining low distortion and high fidelity.

Attribute Asyrp DiffusionCLIP Ours
Man 0.224+0.16 0.33+0.14 0.45+0.23
Pixar 0.18+0.13 0.22+0.13 0.25+0.10

Table 2: Quantitative comparisons of editing. We compare
different methods with the identity similarity between origi-
nal and edited images.

tion of image’s overall shape and background. Meanwhile,
distortions or artifacts brought by conditional input text are
avoided, and vital information loss is also alleviated.

Echoing what’s previously mentioned, editing as a more
challenging task compared to reconstruction, its quality does
not tend to improve much even with increasing inversion and
denoising steps, mainly due to the error accumulation intro-
duced by input conditions. In order to reinforce this stand-
point, we test the editing performance under various levels
of inversion and sampling steps from 50 to 1000. The out-
comes are highlighted in Fig.1. As can be observed, methods
like Asyrp and DiffusionCLIP who use Markovian training
strategy fail to produce realistic and faithful editing results,
even with larger steps. Asyrp losts many essential informa-
tion like the iPod in hand and the glasses. DiffusionCLIP
benefits some details from its incomplete noise inversion,
yet still leads to distortions and artifacts. Our method attains
vivid editing results regardless the number of steps, mean-
while maintaining high-fidelity performance in preserving
vital information and details.

We offer quantitative results as well. Given original im-
ages and their edited versions, we calculate the identity
similarity using CurricularFace (Huang et al. 2020), which
grants us the capability to validate how identity are pre-
served before and after editing. Two attributes: man and
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Ours
(full)

DiffusionCLIP  Asyrp  DiffusionCLIP
(original) (full) (full)

Asyrp
(original)

Figure 6: Effects of different editing training strategies. Dif-
ferent methods are evaluated across various ranges of edit-
ing intervals, original” denotes default configuration, while
“full” refers to editing through the entire denoising process.
View with better clarity when zoomed-in.

pixar are evaluated, and all other methods are tested under
official checkpoints. Table 2 showcases the results. It is evi-
dent from the table that out method obtains the highest iden-
tity similarity score among these attributes. Random sam-
pled images used to calculate identity similarity and more
details are shown in supplementary materials.

Ablation Study

Effect of Editing Training Strategy Doubts may arise re-
garding to whether our gain in editing comes from the rec-
tifier or the training strategy. With the benefit of rectifier al-
ready proven in preceding part, we now focus on ablation
studies to validate the effectiveness of editing training strat-
egy alone. Attribute ”smiling” is chosen for evaluation of
various methods, and Fig.6 presents the outputs of these al-
gorithms. As shown, even without any enhancement from
rectifier, our strategy still produces results with less distor-
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Inversion
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Figure 7: The influence of incorporating rectifier into
SDEdit. The rectifier makes translation results more lifelike
and realistic, as well as exhibiting richer texture and details.
No extra domain specific training are employed.

R\
Young

Man

Input Smile
Figure 8: Generalize our method to out-of-domain images.
Our model trained only on FFHQ successfully adapts to im-
ages from METFACES, performing well on oil paintings
and sculptures which possess intricate and unique textures
unseen in FFHQ.

tion and information loss compared to others. This demon-
strates our strategy could be employed as an independent
and generalized training approach for editing tasks based on
diffusion models. Furthermore, recall that neither Asyrp nor
DiffusionCLIP implements editing through the entire pro-
cess, they either stops prematurely or starts from incomplete
noise. We thus investigate how they perform when applied to
full range editing, denoted as “’full” in Fig.6. It turns out that
longer editing interval does not yield satisfying editing re-
sults. Especially for method like DiffusionCLIP, extending
interval instead leads to loss of details and many artifacts.
This observation proves again that improving performance
of editing based on diffusion model necessitates more than
simply increasing the editing interval steps.

Further Applications

Image to Image Translation The rectifier module can
be incorporated into any pretrained diffusion models to en-
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hance their quality for overall output distribution, indicating
its potential for generalizing to various downstream tasks
that utilize diffusion model as basis. One of these tasks in-
volves images translation. SDEdit (Meng et al. 2021) firstly
exploits the advantage of diffusion’s stochasticity and the
prior knowledge hidden in pretrained model, making trans-
lation task simple to achieve. Here, we perform image trans-
lation in the same way SDEdit does, but with rectifier in-
tegrated, in order to evaluate its capability generalizing to
other tasks. Noted that no additional domain-specific train-
ing are employed in this scenario, and we only adopt the
rectifier pretrained on FFHQ dataset. The results are shown
in Fig.7. Benefiting from the rectifier, the translation re-
sults become more realistic and exhibit richer in texture
and details (like the hat and the hair). This inspiring finding
demonstrates that our rectifier module indeed learns to pro-
duce compensated information, and possesses the capability
of generalizing to other downstream tasks, bringing further
quality enhancement for them.

Generalization on Out-of-Domain Images For a more
extensive evaluation of how our method generalizes, we fur-
ther test its performance on images from other domains.
Here we select images from METFACES and use our
method pretrained on FFHQ dataset to edit. These out-of-
domain images including oil paintings with complicated tex-
ture and details, as well as sculptures that possesses unique
tactile qualities. We find out that even without any adjust-
ment or finetuning for the new domain, our model could
give expected outcomes achieving dual advantages in both
editing performance and fidelity preservation. As depicted
in Fig.8, while obtaining realistic and faithful edits, our
method preserves greatly the intricate details such as texture
of clothing, style of hair, together with images’ whole struc-
tures. This signifies our method could handle diverse images
from various similar domains, without explicitly finetuning
on it, demonstrating its strong generalization ability.

Conclusions

In this work, we propose an innovative method to achieve
high-fidelity image reconstruction and editing based on dif-
fusion models. We employ a rectifier to encode residual fea-
ture into modulated weight, bringing compensated informa-
tion for filling the fidelity gap. Furthermore, we introduce
an effective editing learning paradigm which trains editing
in a way like denoising score-matching, preventing error ac-
cumulation during editing process. By leveraging the rec-
tifier and the training paradigm, our method produces high-
fidelity reconstruction and editing results regardless of inver-
sion and sampling steps. Comprehensive experiments vali-
dates the effectiveness of our method, and shows its strong
generalization ability for editing out-of-domain images, or
improving quality for various downstream tasks based on
diffusion models.
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