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Abstract

Diffusion generative models (DMs) have achieved promising
results in image and graph generation. However, real-world
graphs, such as social networks, molecular graphs, and traffic
graphs, generally share non-Euclidean topologies and hidden
hierarchies. For example, the degree distributions of graphs
are mostly power-law distributions. The current latent diffu-
sion model embeds the hierarchical data in a Euclidean space,
which leads to distortions and interferes with modeling the
distribution. Instead, hyperbolic space has been found to be
more suitable for capturing complex hierarchical structures
due to its exponential growth property. In order to simulta-
neously utilize the data generation capabilities of diffusion
models and the ability of hyperbolic embeddings to extract la-
tent hierarchical distributions, we propose a novel graph gen-
eration method called, Hyperbolic Graph Diffusion Model
(HGDM), which consists of an auto-encoder to encode nodes
into successive hyperbolic embeddings, and a DM that oper-
ates in the hyperbolic latent space. HGDM captures the cru-
cial graph structure distributions by constructing a hyperbolic
potential node space that incorporates edge information. Ex-
tensive experiments show that HGDM achieves better perfor-
mance in generic graph and molecule generation benchmarks,
with a 48% improvement in the quality of graph generation
with highly hierarchical structures.

Introduction
Graph representation learning and graph generation are im-
portant machine learning tasks that have wide applications
in fields such as social networks, drug discovery, and rec-
ommendation systems. While real-world graphs, such as so-
cial networks, molecular graphs, user-item interactions, and
traffic graphs, generally have non-Euclidean topologies and
hidden hierarchies (Asif et al. 2021; Yang et al. 2017; Fan
et al. 2019), e.g., the degree distribution of the nodes are
mostly power-law distributions (Adamic et al. 2001). It is
common practice in graph representation learning to em-
bed node representations into Euclidean space (Chen et al.
2020). However, the polynomially growing capacity of Eu-
clidean space struggles to maintain the intrinsic distances
of the huge number of nodes located in long-tailed regions
and differentiate between them. Therefore, embedding these
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Figure 1: The number of points in 2D hyperbolic and Eu-
clidean space that can be placed at radius r from the center
point while maintaining a distance of at least s = 0.1 from
each other.

graphs into Euclidean space may produce distortions (Linial,
London, and Rabinovich 1995). Especially for the graphs
of drug molecules, changes in a few atoms or chemical
bonds can have a significant effect on the properties of the
molecules (Thornber 1979). On the contrary, it has been
found that the capacity of hyperbolic spaces grows exponen-
tially (Munzner 1997) (see Figure 1). This property makes
hyperbolic spaces well-suited for embedding tree-like or
scale-free graphs (Chen et al. 2022). It has been observed
that the complex hierarchical structures in hyperbolic em-
bedding space become more prominent and easier to be cap-
tured (Mathieu et al. 2019; Nickel and Kiela 2018). Some
existing hyperbolic graph neural networks (Wu et al. 2021;
Liu, Nickel, and Kiela 2019) show excellent performance in
graph representation learning tasks such as node classifica-
tion and edge prediction. Yang et al. (2022a,b) also demon-
strate superior performance over Euclidean methods in pre-
dicting long-tail items of user-item interaction for collabo-
rative filtering in recommendation systems.

Furthermore, regarding generative models, diffusion
models have achieved amazing results in synthesizing im-
ages (Rombach et al. 2022). The diffusion model perturbs
the data distribution gradually during the forward diffusion
process and then learns to recover the data distribution from
noise through the reverse diffusion process. The Latent Dif-
fusion Model (Rombach et al. 2022) embeds images into
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a low-dimensional latent space to reduce the computational
complexity. Song et al. (2020) unified Score matching with
Langevin dynamics (SMLD) (Song and Ermon 2019) and
Denoising diffusion probabilistic modeling (DDPM) (Ho,
Jain, and Abbeel 2020) into a system of stochastic differ-
ential equations (SDEs), referred as score-based generative
models, which model the gradient of the log probability den-
sity of the data, the so-called “score”. GDSS (Jo, Lee, and
Hwang 2022) extended score-based generative models to
graph generation tasks and proved that score-based models
also outperform existing graph generative methods. How-
ever, this method performs in Euclidean space, which is in-
consistent with the natural properties of graphs, does not ad-
equately model the distribution of graph data, and still has
room for improvement. In recent years, efforts have been
made to extend the diffusion model to different manifolds to
take full advantage of the underlying structure of the data.
Torsional diffusion (Jing et al. 2022a) performs better for
generating molecular conformers by applying diffusion pro-
cesses on the hypertorus to the torsion angles. Riemannian
diffusion models such as RDM (Huang et al. 2022) and
RSGM (De Bortoli et al. 2022) extended the diffusion model
to arbitrary compact and non-compact Riemannian mani-
folds. However, they only test a few simple predefined dis-
tributions on manifolds and do not adequately evaluate the
Riemannian diffusion model on larger real-world datasets.

In order to simultaneously utilize the excellent data gen-
eration capability of the diffusion model and the ability of
the hyperbolic space to embed hierarchical distributions, we
propose a two-stage graph diffusion model based on the hy-
perbolic latent space. Firstly, we train a hyperbolic graph
variational auto-encoder (HVAE) to learn the hyperbolic
representation of nodes. Then, we train two score models
simultaneously to learn the reverse diffusion process in hy-
perbolic space (for nodes) and Euclidean space (for adja-
cency matrices), which also model the dependency between
nodes and adjacency matrices. In addition, since diffusion
models are more time-consuming for sampling compared to
VAEs or GANs, in order to avoid another increase in time-
consumption by using hyperbolic methods, we also design a
Hyperbolic Graph Attention (HGAT) layer as a basic mod-
ule for HVAE and score-based models to maintain the per-
formance without significantly increasing in time spent sam-
pling. Our approach effectively utilizes the properties of hy-
perbolic space and the generative quality advantages of the
diffusion model.

Our main contributions are summarized as follows:

• We propose a novel approach for graph generation, the
Hyperbolic Graph Diffusion Model (HGDM). To the best
of our knowledge, HGDM is the first hyperbolic diffu-
sion model in graph generation.

• We further design a simple and novel hyperbolic graph
attention layer that utilizes the better representational ca-
pabilities of hyperbolic space without significantly in-
creasing the computational time.

• We consider both generic graph and molecular graph
generation tasks. Experiments show that HGDM signifi-
cantly outperforms all baselines in most metrics.

Related Work
Graph Generation
Simonovsky and Komodakis (2018) proposed a method
called GraphVAE for generating small graphs using a vari-
ational auto-encoder (VAE). MolGAN (De Cao and Kipf
2018) combines generative adversarial networks (GANs)
and reinforcement learning objectives to encourage the gen-
eration of molecules with specific desired chemical prop-
erties. (Shi et al. 2020; Zang and Wang 2020) generate
molecules in a flow-based fashion. Graphdf (Luo, Yan, and
Ji 2021) is an autoregressive flow-based model that uti-
lizes discrete latent variables. Liu et al. (2021) proposed an
energy-based model to generate molecular graphs.

Hyperbolic Graph Neural Network
Hyperbolic Graph Neural Networks (HGNNs) (Liu, Nickel,
and Kiela 2019; Chami et al. 2019; Dai et al. 2021; Chen
et al. 2021) utilize the characteristics of hyperbolic space
to better capture the hierarchical structure in graph data.
The core idea is to embed node representations into hyper-
bolic space and use hyperbolic distance to measure their re-
lationships, enabling better handling of graph data with a
hierarchical structure. In the research of hyperbolic graph
neural networks, Chami et al. (2019) introduced the Hy-
perbolic Graph Convolutional Network (HGCN), which
achieves new state-of-the-art results in learning embeddings
for real-world graphs with hierarchical and scale-free fea-
tures. Through experiments with hyperbolic auto-encoders,
Park et al. (2021) find that utilizing hyperbolic geometry
improves the performance of unsupervised tasks on graphs,
such as node clustering and link prediction. Mathieu et al.
(2019) extended VAE into the hidden space of a Poincaré
ball manifold as P-VAE, which shows better generalization
to unseen data and the ability to qualitatively and quantita-
tively recover hierarchical structures.

Diffusion Models
After the denoising diffusion probabilistic model (Ho, Jain,
and Abbeel 2020) was proposed, a large number of related
works were carried out to improve this type of model such
as DDIM (Jiaming Song 2020), score-based diffusion (Song
et al. 2020). Some works extended diffusion models to graph
generation tasks. Jo, Lee, and Hwang (2022) proposed a
novel score-based graph generation model, which can gen-
erate both node features and adjacency matrices via the sys-
tem of SDEs by introducing the diffusion process of graphs.
Xu et al. (2022) proposed a novel generative model named
GEODIFF for molecular conformation prediction. In addi-
tion, some works have extended the diffusion model to non-
Euclidean manifolds to adequately model the data distri-
bution. Jing et al. (2022b) proposed torsional diffusion, a
novel diffusion framework that operates on the space of tor-
sion angles via a diffusion process on the hypertorus and an
extrinsic-to-intrinsic score model. RDM (Huang et al. 2022)
and RSGM (De Bortoli et al. 2022) extended the diffusion
model to arbitrary compact and non-compact Riemannian
manifolds, but have not been fully evaluated on more real-
world datasets.
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Preliminaries
Riemannian Manifold
A Riemannian manifold (M, gM) is a smooth manifold
M equipped with a Riemannian metric gM on the tan-
gent space TxM at every point x ∈ M. TxM is the vec-
tor space formed by all tangent vectors at x, which is lo-
cally a first-order approximation of the hyperbolic manifold
at x. The Riemannian manifold metric gM assigns a posi-
tive definite inner product ⟨·, ·⟩ : TxM × TxM → R on
the tangent space, which makes it possible to define sev-
eral geometric properties. For a curve γ : [a, b] → M, the
length of γ is defined as L(γ) =

∫ b

a
∥γ′(t)∥g dt,where ∥·∥g

denotes the norm induced by the Riemannian metric gM,
i.e., ∥v∥g =

√
g(v, v) for any v ∈ TxM. A geodesic is

the analogue of a straight line in Euclidean geometry, be-
ing the shortest distance between two points x, y on man-
ifold M: dM(x, y) = inf L(γ) where γ is a curve with
γ(a) = x, γ(b) = y. Exponential and logarithmic mappings
are often described as additions and subtractions on Rie-
mannian manifolds. The exponential map at point x ∈ M,
denoted as expx : TxM → M, takes a tangent vector
v ∈ TxM to the point y ∈ M obtained by “following” the
geodesic starting at x in the direction of v for a unit amount
of time. The logarithmic map is the inverse of the exponen-
tial map logx = exp−1

x :M→ TxM.

Poincaré Ball Model. A hyperbolic manifold is a Rie-
mannian manifold with a constant negative curvature c (c <
0). There exist multiple isomorphic hyperbolic models, in-
cluding the Poincaré ball model, Lorentz model and Klein
model. The Poincaré ball model is denoted as (Bnc , gBx ),
where Bnc = {x ∈ Rn : ∥x∥2 < −1/c} is an open n-
dimensional ball with radius 1/

√
|c|. Its metric tensor is

gBx = (λcx)
2gEx , with conformal factor λcx = 2/(1 + c ∥x∥2)

and Euclidean metric gE , i.e., In. Given 2 points x,y ∈ Bn
c ,

the induced geodesic distance on Poincaré ball is

dcB(x,y)=
1√
|c|

cosh−1

(
1− 2c∥x− y∥2

(1+c∥x∥2) (1+c∥y∥2)

)
(1)

Ganea, Bécigneul, and Hofmann (2018) derived closed-form
formulations for the exponential map as

expcx(v) = x⊕c

(
tanh

(√
|c|λ

c
x∥v∥
2

)
v√
|c|∥v∥

)
(2)

where v ∈ TxB. The logarithm map is given by

logcx(y)=
2√
|c|λcx

tanh−1
(√
|c|∥−x⊕cy∥

) −x⊕c y

∥−x⊕c y∥
(3)

The parallel transport PTx→y : TxB → TyB defines the
movement of a vector from one tangent space to another
along a curve without changing itself, and is given by

PT c
x→y(v) =

λcx
λcy

gyr[y,−x]v (4)

where ⊕c and gyr[·, ·]v are Möbius addition (Ungar 2007)
and gyration operator (Ungar 2008), respectively.

Graph Diffusion Model

Diffusion models perturb the data by adding progressively
larger noise and then learn to reverse it. Recently, SMLD
(Song and Ermon 2019) and DDPM (Ho, Jain, and Abbeel
2020) are unified into the SDE system (Song et al. 2020).
The Diffusion model perturbs the data in the forward SDE
and estimates the score function (that is, the gradient of the
log probability density with respect to data). Sampling is
performed by using the estimated score function in the re-
verse SDE. GDSS (Jo, Lee, and Hwang 2022) extended the
diffusion model to graph generation tasks. Graph diffusion
models perturb both node features and adjacency matrix,
modeling their dependencies to learn how to convert from
noise to graph.

A graph G with N nodes is defined by its node fea-
tures X ∈ RN×F and the weighted adjacency matrix A ∈
RN×Nas G = (X,A) ∈ RN×F × RN×N := G, where F
is the dimension of the node features. Formally, the diffu-
sion process can be represented as the trajectory of random
variables{Gt = (Xt,At)}t∈[0,T ] in a fixed time horizon
[0, T ], where G0 is a graph from the data distribution pdata.
The SDE of diffusion process is given by:

dGt = f t (Gt) dt+ gt (Gt) dw, G0 ∼ pdata (5)

where f t(·) : G → G is the linear drift coefficient, gt(·) :
G → G×G is the diffusion coefficient, and w is the standard
Wiener process.

The reverse-time SDE is separated into two parts in (Jo,
Lee, and Hwang 2022):{

dXt =
[
f1,t (Xt) − g2

1,t∇Xt log p (Xt,At)
]
dt + g1,t dw1

dAt =
[
f2,t (At) − g2

2,t∇At log p (Xt,At)
]
dt + g2,t dw2

(6)
where f1,t and f2,t are linear drift coefficients satisfy-
ing f t(X,A) =

(
f1,t(X),f2,t(A)

)
, g1,t and g2,t are

scalar diffusion coefficients, and w1, w2 are reverse-time
standard Wiener processes. The ∇Xt

log p (Xt,At) and
∇At

log p (Xt,At) are named as the partial score functions.

Hyperbolic Graph Diffusion Model
In this section, we introduce the proposed Hyperbolic Graph
Diffusion Model (HGDM). Firstly, we introduce the hyper-
bolic wrapped normal distribution (HWN) and its sampling
procedures. Secondly, we describe how to perturb data in
the hyperbolic space and the training objective. Thirdly, we
introduce a novel hyperbolic graph attention layer and the
architecture of our model. Finally, we present the sampling
methods for the inverse diffusion process in the hyperbolic
space.

Probability Distributions on Hyperbolic Space

As an alternative to the normal distribution in Euclidean
space, the hyperbolic wrapped normal distribution (Nagano
et al. 2019; Mathieu et al. 2019) is easy to sample and has
a well-defined density function. For the Poincaré ball mani-
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fold, its density function is given by:

NW
Bd

c
(z | µ,Σ) = dνW(z|µ,Σ)

dM(z)

= N
(
λcµ logµ(z) | 0,Σ

)( √
cdc

p(µ,z)

sinh(
√
cdc

p(µ,z))

)d−1 (7)

and its log density function is

log p(z)=log p(v)+(d− 1) log

( √
cdcp(µ, z)

sinh
(√
cdcp(µ, z)

)) (8)

where z ∈ Bd
c , p(v) is the normal distribution in the tangent

space of origin ToB.
This distribution can be constructed by defining Gaussian

distribution on the tangent space at the origin of the hyper-
bolic space and projecting the distribution onto hyperbolic
space after transporting the tangent space to a desired loca-
tion in the space, using Eq. (4) and Eq. (2). We use the HWN
as the prior distribution on the hyperbolic manifold and it is
convenient to compute gradient using Eq. (8).

Perturbing Data on Hyperbolic Space
We consider two types of noise perturbations, the Variance
Exploding (VE) and the Variance Preserving (VP) given in
(Song et al. 2020). For Euclidean features, we have:

p(x(t) | x(0)) ={
N

(
x(0),

[
σ2(t) − σ2(0)

]
I
)
, (VE SDE)

N
(
x(0)e−

1
2

∫ t
0 β(s)ds, I − Ie−

∫ t
0 β(s)ds

)
, (VP SDE)

(9)

where σ(t) = σmin

(
σmax

σmin

)t
for t ∈ (0, 1] and β(t) =

β̄min + t
(
β̄max − β̄min

)
for t ∈ [0, 1].

In order to parallelly train on different time steps, we di-
rectly give the hyperbolic distribution p(xt|x0):
p(x(t) | x(0)) = NW

Bd
c

(
x(0),

[
σ2(t) − σ2(0)

]
I
)
, (VE SDE)

NW

Bd
c

(
e−

1
2

∫ t
0 β(s)ds ⊗c x(0), I − Ie−

∫ t
0 β(s)ds

)
, (VP SDE)

(10)

where ⊗c is the Möbius scalar multiplication (Ungar 2007).

Training Objective
The training process consists of two stages. Firstly, we train
a hyperbolic graph variational auto-encoder (HVAE) to gen-
erate the hyperbolic representation of nodes. The training
objective of the HVAE is as follows:

LVAE = Lrec + Lkl + Ledge (11)

which is a reconstruction loss combined with two regular-
ization terms. The Kullback-Leibler (KL) regularization pre-
vents latent embeddings from arbitrarily high variance and
empirically we find it helpful for learning potential inverse
diffusion processes. We also add a link prediction regulariza-
tion objective, to encourage embedding to preserve the graph
structure and implicitly constrain nodes with high degrees to
be close to the origin (see Figure 2). We use the Fermi-Dirac
decoder to compute probability scores for edges:

p
(
Ai,j ̸= 0 | xBi , xBj

)
=

[
e

(
dc
B(x

B
i ,xB

j )
2−r

)
/t
+ 1

]−1

(12)

degree QM9 ZINC250k Enzymes Ego-small
1 2.9856 4.2059 3.156 8.3696
2 2.3687 3.0065 2.9961 4.6665
3 1.8546 2.6404 5.0912 5.5178
4 1.6913 3.1378 3.4879 4.5489
5 1.8789 4.4561 3.5913
6 4.1754 3.1274
7 1.368 3.1271
8 1.8754 3.769
9 0.737 4.3679

10 3.2667
11 3.2895
12 1.298
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Figure 2: The average distance of the hyperbolic embedding
of the nodes from the origin in different datasets with the
degree of the nodes.

Secondly, following Jo, Lee, and Hwang (2022), we train
two neural networks sθ,t and sϕ,t simultaneously to esti-
mate the partial score functions. But differently, given graph
G = (X,A) ∈ RN×F × RN×N from data, we first use
a hyperbolic encoder to generate the hyperbolic latent fea-
ture XB

0 ∈ BF
c of nodes, which combine with original adja-

cency matrix A forms Ḡ0 = (XB
0 ,A0). Then, we sample

Ḡt = (XB
t ,At) using Eq. (9) and Eq. (10).

We use sθ,t and sϕ,t to estimate the gradients of the joint

log-density so that sθ,t(Ḡt) ≈ ∇XB
t
log p

(
XB

t |X
B
0

)
and

sϕ,t(Ḡt) ≈ ∇At
log p (At | A0) . It is worth noticing that

∇XB
t
log p

(
XB

t |X
B
0

)
is on TXB

t
B.

The training objectives are given by

minθEt

{
λ1(t)EḠ0

EḠt|Ḡ0

∥∥∥sθ,t

(
Ḡt

)
−∇

XB
t
log p

(
XB

t |XB
0

)∥∥∥2

2

}
minϕEt

{
λ2(t)EḠ0

EḠt|Ḡ0

∥∥sϕ,t

(
Ḡt

)
−∇At log p(At |A0)

∥∥2

2

} (13)

where λ1(t) and λ2(t) are positive weighting functions and
t is uniformly sampled from [0, T ].

Hyperbolic Graph Attention Layer
We propose the Hyperbolic Graph Attention (HGAT) layer
as the basic building block of HVAE and the node score
predicting model sθ,t, which is a variant of GAT1 and has
smaller computational complexity than HGCN (Chami et al.
2019) (see Table 3). The input of our layer is a set of hyper-
bolic node feature hB = {hB

1 ,h
B
2 , ...,h

B
N},hB

i ∈ Bd, where
N is the number of nodes, and d is the dimension of features.

We first map hB into the tangent space of origin ToM
using Eq. (3) that hE = logco(h

B) to perform the following
attention aggregation mechanism (Veličković et al. 2017).

Next, we employ multi-head attention which is similar
with (Veličković et al. 2017), but we add adjacent feature
Aij when computing attention ekij coefficients where j ∈ Ni

ekij = leakyReLU
(
Wk

0 [h
E
i ,h

E
j ,Aij ]

)
(14)

We normalize them across all choices of j using the soft-
max function as follows:

αk
ij = softmaxj(e

k
ij) (15)

1https://github.com/gordicaleksa/pytorch-GAT
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Then, we concatenate features fromK head after comput-
ing the linear combination of the features corresponding to
the normalized attention coefficients.

h′E
i =

K

∥
k=1

∑
j∈Ni

αk
ijW

k
1h

E
j

 (16)

We map the output h′E
i of attention mechanism to the

input hB
i by using an exponential function, which can

be regarded as a residual connection (He et al. 2016) on
the hyperbolic manifold, and finally we apply a manifold-
preserving activation function σ (e.g., ReLU or leaky ReLU)
(Liu, Nickel, and Kiela 2019).

hB
i,out = σ(expc

hB
i
(PT c

o→hB
i
(hi

′E))) (17)

Hyperbolic Score-based Model
We implement a hyperbolic variational auto-encoder to gen-
erate the hyperbolic representation XB of nodes.

Encoder. The encoder first utilizes a hyperbolic embed-
ding layer to convert input featureXE of nodes into hyper-
bolic embeddings X0,B. (X0,B,A) are then put into a n-
layer HGAT to learn the structural information of the graph.
Then the output Xn,B is mapped to Euclidean space using
Eq. (3) and fed into an MLP to produce mean µ and distor-
tion σ. We use Eq. (2) to map µ to Poincaré ball and obtain
XB.

Decoder. Firstly, we obtain the hyperbolic node feature
XB = {x1,x2, ...,x|V |} where xi ∈ B via reparameter-
ization. After passing (XB,A) to k layers of HGAT, we get
the output Xk,B. Then, the decoder uses a centroid-distance
layer (Liu, Nickel, and Kiela 2019) to convert Xk,B into
the Euclidean space. The centroid-distance layer is equipped
with a list of learnable centroids C = [c1, c2, ..., c|C|] with
each ci ∈ B. By computing the pairwise distance ψij be-
tween ci and xj , we obtain the Euclidean features while uti-
lizing the hyperbolic metric and use it to recover XE .

Score Model. We implement the hyperbolic score-based
model sθ,t(Ḡt) to estimate ∇XB

t
log p

(
XB

t ,At

)
. The

computing procedures of sθ,t consists:

V
′
= MLP

([{
log

c
o

(
HGAT

(
H

B
i , At

))}K

i=0

])
V = log

c

XB
t

(
exp

c
o

(
V

′)) ∗ MLP
(
t, λ

c

XB
t

) (18)

where V = sθ,t(Ḡt) is in the tangent space of XB
t ,

HB
i+1 = HGAT(HB

i , At) with HB
0 = XB

t being given,
[·] denotes the concatenation operation, and K denotes the
number of HGAT layers. Unlike the score in Euclidean
space, we find that the norm of hyperbolic scores is related
to the Poincaré metric gBx = (λcx)

2gEx , but the metric varies
with x, which makes it difficult to match the score. We use
an MLP to rescale the output according to the time step and
the conformal factor λcx, which empirically helps the model
capture the norm of the true score.

Algorithm 1: Hyperbolic PC sampling (VE SDE)

1: xN ∼ NW
Bd

c
(0, σ2

maxI)

2: for i = N − 1 to 0 do
3: x′i ← expcxi+1

((σ2
i+1 − σ2

i )sθ(xi+1, Ai+1))

4: xi ∼ NW
Bd

c
(x′i,

√
σ2
i+1 − σ2

i I)

5: for j = 1 to M do
6: x′′i ← expcxi

(ϵisθ(xi, Ai))

7: xi ∼ NW
Bd

c
(x′′i ,
√
2ϵiI)

8: end for
9: end for

10: return x0

Algorithm 2: Hyperbolic PC sampling (VP SDE)

1: xN ∼ NW
Bd

c
(0, I)

2: for i = N − 1 to 0 do
3: x′i ← (2−

√
1− βi+1)⊗c xi+1

4: x′i ← expc
x′

i
(βi+1sθ(xi+1, Ai+1))

5: xi ∼ NW
Bd
c
(x′i,

√
βi+1I)

6: for j = 1 to M do
7: x′′i ← expcxi

(ϵisθ(xi, Ai))

8: xi ∼ NW
Bd

c
(x′′i ,
√
2ϵiI)

9: end for
10: end for
11: return x0

We use the score-based model sϕ,t(Ḡt) to estimate

∇At
log p

(
XB

t ,At

)
as follows:

sϕ,t (Ḡt) = MLP
([
{(HE

i )}
L
i=0

])
(19)

where HE
i+1 = GNN(HE

i , At) with HE
0 obtained by a

centroid-distance layer and L is the number of GNN layers.

Reverse Diffusion Sampling on Hyperbolic Space
We implement the Predictor-Corrector samplers (Song

et al. 2020) in hyperbolic space (see Algorithms 1 and 2).
We use the Möbius scalar multiplication ⊗c (Ungar 2007)
and the exponential map in Eq. (2) to keep the reverse dif-
fusion process on the manifold. {ϵi}N−1

i=0 are step sizes for
Langevin dynamics. After sampling, a pre-trained decoder
from HVAE is used to recover x0 back into the original node
features, such as atom types.

Experimental Results
In this section, we evaluate our method on generic graph
datasets and molecular datasets, then compare it with the
baselines.

Generic Graph Generation
Experimental Setup We validate HGDM on four generic
graph datasets: (1) Ego-small, 200 small ego graphs drawn
from larger Citeseer network dataset (Sen et al. 2008),
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Dataset Ego-small Community-small Enzymes Grid
Info. Real, 4 ≤ |V | ≤ 18, δ = 0.25 Synthetic, 12 ≤ |V | ≤ 20, δ = 1 Real, 10 ≤ |V | ≤ 125, δ = 1.26 Synthetic, 100 ≤ |V | ≤ 400 , δ = 9.76

Method Deg. Clus. Orbit Avg. Deg. Clus. Orbit Avg. Deg. Clus. Orbit Avg. Deg. Clus. Orbit Avg.
DeepGMG 0.040 0.100 0.020 0.053 0.220 0.950 0.400 0.523 - - - - - - - -
GraphRNN 0.090 0.220 0.003 0.104 0.080 0.120 0.040 0.080 0.017 0.062 0.046 0.042 0.064 0.043 0.021 0.043
GraphAF 0.03 0.11 0.001 0.047 0.18 0.20 0.02 0.133 1.669 1.283 0.266 1.073 - - - -
GraphDF 0.04 0.13 0.01 0.060 0.06 0.12 0.03 0.070 1.503 1.061 0.202 0.922 - - - -

GraphVAE 0.130 0.170 0.050 0.117 0.350 0.980 0.540 0.623 1.369 0.629 0.191 0.730 1.619 0.0 0.919 0.846
GNF 0.030 0.100 0.001 0.044 0.200 0.200 0.110 0.170 - - - - - - - -

EDP-GNN 0.052 0.093 0.007 0.051 0.053 0.144 0.026 0.074 0.023 0.268 0.082 0.124 0.455 0.238 0.328 0.340
GDSS 0.021 0.024 0.007 0.017 0.045 0.086 0.007 0.046 0.026 0.061 0.009 0.032 0.111 0.005 0.070 0.062

HGDM (ours) 0.015 0.023 0.003 0.014 0.017 0.050 0.005 0.024 0.045 0.049 0.003 0.032 0.137 0.004 0.048 0.063
Improve. over GDSS 28.6% 4.2% 57.1% 17.6% 62.2% 41.9% 28.6% 47.8% -73.1% 19.7% 66.7% 0.0% -23.4% 20.0% 31.4% -1.6%

Table 1: Generation results on the generic graph datasets. Results of the baselines are taken from published papers (Niu et al.
2020; Luo, Yan, and Ji 2021; Jo, Lee, and Hwang 2022). Hyphen (-) denotes that the results are not provided in the original
paper. The best results are highlighted in bold and the underline denotes the second best. (lower is better). We report the mean
graph hyperbolicity values δ of all datasets. Due to the space limitation, we provide the standard deviations in Appendix.

(2) Community-small, 100 randomly generated community
graphs (Jo, Lee, and Hwang 2022), (3) Enzymes, 587 pro-
tein graphs which represent the protein tertiary structures
of the enzymes from the BRENDA database (Schomburg
et al. 2004), and (4) Grid, 100 standard 2D grid graphs (Jo,
Lee, and Hwang 2022). We use the maximum mean discrep-
ancy (MMD) to compare the distributions of graph statis-
tics between the same number of generated and test graphs.
Following Jo, Lee, and Hwang (2022), we measure the dis-
tributions of degree, clustering coefficient, and the number
of occurrences of orbits with 4 nodes. We also report mean
graph hyperbolicity values δ (lower is more hyperbolic) of
the datasets by computing Gromovs δ-hyperbolicity (Ad-
cock, Sullivan, and Mahoney 2013), a notion from group
theory that measures how tree-like a graph is. The lower δ,
the more hyperbolic the graph dataset, and δ = 0 for trees.

Baselines We compare our proposed method against the
following generative models. GraphVAE (Simonovsky and
Komodakis 2018) is a VAE-based model. DeepGMG (Li
et al. 2018) and GraphRNN (You et al. 2018) are autore-
gressive RNN-based models. GNF (Liu et al. 2019) is a one-
shot flow-based model. GraphAF (Shi et al. 2020) is an au-
toregressive flow-based model. EDP-GNN (Niu et al. 2020)
and GDSS (Jo, Lee, and Hwang 2022) are score-based mod-
els. GraphDF (Luo, Yan, and Ji 2021) is an autoregressive
flow-based model that utilizes discrete latent variables.

Results Table 1 shows that HGDM significantly outper-
forms all baselines including GDSS, achieving optimal re-
sults in most metrics. In particular, HGDM outperforms
GDSS with a 37.1% decrease of MMD on average in Ego-
small and Community-small, indicating that it has unique
advantages in generating graphs with low hyperbolicity (δ ≤
1). Although the graphs in Enzymes deviate from a power-
law distribution, HGDM still maintains the same results as
GDSS in terms of average statistics. The graphs in Grid de-
viate more from the hierarchical structure (δ = 9.76) and
are closer to the Euclidean topology with 0 curvature, in
which case the autoregressive model GraphRNN has an ad-
vantage over the score-based models such as GDSS. HGDM
still manages to achieve comparable results to GDSS on av-

erage statistics and outperforms the other baselines except
GraphRNN. This demonstrates the scalability of HGDM,
which still has good modeling capability for graphs with
high hyperbolicity. In general, we find that our model per-
forms better in generating graphs with small δ-hyperbolicity.

Molecule Generation
Datasets Following the GDSS (Jo, Lee, and Hwang 2022),
we tested our model on the QM9 (Ramakrishnan et al. 2014)
and ZINC250k (Irwin et al. 2012) datasets to assess its
ability to learn molecular distributions. QM9 dataset con-
tains 134k stable small molecules with up to 9 heavy atoms
(CONF). ZINC250k datasets encompass a total of 250k
chemical compounds with drug-like properties. On average,
these molecules are characterized by a larger size (with an
average of 23 heavy atoms) and possess greater structural
complexity when compared to the molecules in QM9. Fol-
lowing previous works (Luo, Yan, and Ji 2021; Jo, Lee, and
Hwang 2022), the molecules are kekulized by the RDKit li-
brary (Landrum et al. 2016) with hydrogen atoms removed.
We also report the mean graph hyperbolicity values δ.

Metrics We sample 10, 000 molecules using our model
and evaluate their quality with the following metrics.
Fréchet ChemNet Distance (FCD) (Preuer et al. 2018)
evaluates the distance between the training sets and gen-
erated sets by analyzing the activations of the penultimate
layer of the ChemNet. Neighborhood Subgraph Pairwise
Distance Kernel (NSPDK) MMD (Costa and De Grave
2010) computes MMD between the generated molecules and
test molecules while considering both node and edge fea-
tures for evaluation. It is important to note that FCD and
NSPDK MMD are crucial metrics that evaluate the ability
to learn the distribution of the training molecules by measur-
ing the proximity of the generated molecules to the distribu-
tion. Specifically, FCD assesses the ability in the context of
chemical space, whereas NSPDK MMD measures the abil-
ity in terms of the graph structure. Validity w/o correction,
used for fair comparing with (Jo, Lee, and Hwang 2022), is
the proportion of valid molecules without valency correction
or edge resampling. Time measures the time for generating
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Dataset QM9 ZINC250k
Info. δ = 0.7 δ = 1

Method Val. w/o corr. (%) ↑ NSPDK MMD ↓ FCD ↓ time (s) ↓ Val. w/o corr. (%)↑ NSPDK MMD ↓ FCD ↓ time (s) ↓
GraphAF 67 0.020 5.268 2.52e3 68 0.044 16.289 5.80e3

GraphDF 82.67 0.063 10.816 5.35e4 89.03 0.176 34.202 6.02e3

MoFlow 91.36 0.017 4.467 4.60 63.11 0.046 20.931 2.45e1
EDP-GNN 47.52 0.005 2.680 4.40e3 82.97 0.049 16.737 9.09e3

GraphEBM 8.22 0.030 6.143 3.71e1 5.29 0.212 35.471 5.46e1

GDSS∗ 95.79 0.003 2.813 1.14e2 95.90 0.019 16.621 2.02e3

HGDM (ours) 98.04 0.002 2.131 1.23e2 93.51 0.016 17.69 2.23e3

Table 2: Generation results on the QM9 and ZINC250k dataset. Results of the baselines are taken from (Jo, Lee, and Hwang
2022). The method with ∗ denotes that results are obtained by running open-source codes. The best results are highlighted in
bold and the underline denotes the second best. We report the mean graph hyperbolicity values δ of the two datasets. Due to the
space limitation, we show the results of validity, uniqueness, and novelty in the Appendix.

Method Val. w/o corr. (%)↑ NSPDK MMD ↓ FCD ↓ time (s) ↓
GDSS 95.79 0.003 2.813 1.14e2

GDSS+AE 95.95 0.003 2.615 1.17e2
HGDM+hgcn(ours) 96.64 0.002 2.331 1.48e2

HGDM (ours) 98.04 0.002 2.131 1.23e2

Table 3: Generation results of the variants of GDSS and
HGDM on the QM9 dataset.

10, 000 molecules in the form of RDKit molecules.

Baselines We use GDSS (Jo, Lee, and Hwang 2022) as
our main baseline. We also compare the performance of
HGDM against GraphAF (Shi et al. 2020), GraphDF (Luo,
Yan, and Ji 2021), MoFlow (Zang and Wang 2020), EDP-
GNN (Niu et al. 2020) and GraphEBM (Liu et al. 2021).

Results Table 2 shows that our method also exhibits excel-
lent performance on molecular generation tasks. In particu-
lar, on the QM9 dataset, our method is optimal in all metrics
and significantly outperforms our main comparator, GDSS.
HGDM achieves the highest validity without the use of post-
hoc valency correction. It shows that HGDM can effectively
learn the valency rules of the molecules. HGDM also out-
performs all baselines in NSPDK MMD and FCD, which
indicates that not only does the HGDM efficiently learn the
distribution of the graph structure from the hyperbolic la-
tent space and benefit from it, but the generated molecules
are also close to the data distribution in the chemical space.
We also report the generation results of ZINC250k in Ta-
ble 2. As we observed in the generic graph datasets, the
performance of HGDM in FCD and validity is slightly de-
graded due to the fact that the ZINC250k dataset deviates
more from the hyperbolic structure and has more complex
chemical properties compared to QM9. However, HGDM
still maintains the advantage of generation from a geomet-
ric structure perspective that outperforms all the baselines
in NSPDK MMD. Overall HGDM achieves similar perfor-
mance for GDSS on the ZINC250k dataset and outperforms
all other baselines. The superior performance of HGDM
on the molecule generation task validates the ability of our

method to efficiently learn the underlying distribution of
molecular graphs with multiple nodes and edge types.

Ablation Study
We implement a variant of GDSS called GDSS+AE. It in-
corporates an autoencoder to generate the Euclidean embed-
ding of nodes and uses GDSS to estimate the score function
in Euclidean latent space. We use GDSS+AE to compare the
effect of Euclidean and hyperbolic hidden spaces on graph
diffusion. In addition, we tested HGDM using the HGCN
layer as a building block, called HGDM+hgcn. The results
of the above-mentioned variants in QM9 are provided in Ta-
ble 3

Necessity of Hyperbolic Hidden Space We find that
GDSS+AE is slightly improved in metrics compared to
GDSS. It can be considered that the dense embedding gener-
ated by the auto-encoder helps to learn the distribution of the
graph, but it is not comparable to our hyperbolic approach
due to the restricted capacity growth of Euclidean space.

Necessity of HGAT Layers HGDM+hgcn is comparable
to our model in most metrics, but the increase in time cost
is higher compared to GDSS, whereas our method has only
a slight increase in time, making it more suitable for scaling
up to the task of generating large graphs. This demonstrates
the importance of using our proposed HGAT layer.

Conclusion
In this work, we proposed a two-stage Hyperbolic Graph
Diffusion Model (HGDM) to learn better the distribution
of graph data and a simple hyperbolic graph attention layer
that reduces the extra time spent associated with hyper-
bolic methods. HGDM overcomes the limitations of previ-
ous graph generation methods and is closer to the nature of
graphs. We have found experimentally that learning the dis-
tribution in the hyperbolic space is beneficial for the qual-
ity of generated graph with the power-law distribution. Ex-
perimental results in generic graph and molecule generation
show that HGDM outperforms existing graph generation
methods in most metrics, demonstrating the importance of
learning the underlying manifold for graph generation tasks.
Code is available at https://github.com/LF-WEN/HGDM
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