The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

Image Captioning with Multi-Context Synthetic Data

Feipeng Ma'*, Yizhou Zhou?, Fengyun Rao?, Yueyi Zhang'3', Xiaoyan Sun'37

!University of Science and Technology of China
2WeChat, Tencent Inc.
3Institute of Artificial Intelligence, Hefei Comprehensive National Science Center
mafp@mail.ustc.edu.cn, {harryizzhou, fengyunrao} @tencent.com, {zhyuey, sunxiaoyan} @ustc.edu.cn

Abstract

Image captioning requires numerous annotated image-text
pairs, resulting in substantial annotation costs. Recently, large
models (e.g. diffusion models and large language models)
have excelled in producing high-quality images and text. This
potential can be harnessed to create synthetic image-text pairs
for training captioning models. Synthetic data can improve
cost and time efficiency in data collection, allow for cus-
tomization to specific domains, bootstrap generalization ca-
pability for zero-shot performance, and circumvent privacy
concerns associated with real-world data. However, existing
methods struggle to attain satisfactory performance solely
through synthetic data. We identify the issue as generated im-
ages from simple descriptions mostly capture a solitary per-
spective with limited context, failing to align with the intri-
cate scenes prevalent in real-world imagery. To tackle this, we
present an innovative pipeline that introduces multi-context
data generation. Beginning with an initial text corpus, our
approach employs a large language model to extract multi-
ple sentences portraying the same scene from diverse view-
points. These sentences are then condensed into a single sen-
tence with multiple contexts. Subsequently, we generate intri-
cate images using the condensed captions through diffusion
models. Our model is exclusively trained on synthetic image-
text pairs crafted through this process. The effectiveness of
our pipeline is validated through experimental results in both
the in-domain and cross-domain settings, where it achieves
state-of-the-art performance on well-known datasets such as
MSCOCO, Flickr30k, and NoCaps.

Introduction

The realm of image captioning, which aims to craft infor-
mative textual descriptions for provided images, has wit-
nessed remarkable progress. The crux of the challenge in
image captioning hinges on comprehending the interplay be-
tween images and text, a dependency strongly rooted in the
image-text pairs. Two approaches emerge to tackle this hur-
dle: one involves utilizing readily existing paired image-text
data, while the other entails creating pairs from independent
data sources.
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There are two primary sources of existing paired image-
text data: human-annotated and web-crawled. Human-
annotated data, employed in many studies (Dai and Lin
2017; Anderson et al. 2018), can lead to significant im-
provements. However, the small size of available data limits
its scalability and restricts domain generality. Web-crawled
data often suffer from low quality due to inaccurate corre-
lations between images and text. As a result, models (Kang
et al. 2023) trained on web-crawled data can exhibit lim-
ited performance in zero-shot settings. Moreover, large-scale
crawling of image-text pairs possibly involves privacy and
copyright issues.

In the absence of paired image-text data, unsupervised
strategies often forge noisy image-text pairs from indepen-
dent datasets for model bootstrapping (Feng et al. 2019)
or domain alignment (Laina, Rupprecht, and Navab 2019),
leveraging a pretrained object detector. Moreover, Meng
et al. (2022) suggest establishing object-text pairs by associ-
ating objects with sentences, rather than seeking candidates
within the image collection. These techniques operate under
the assumption that a pretrained detector can consistently
discern visual concepts, thus establishing connections be-
tween disparate images and text. However, this assumption
might not hold universally.

Inspired by (He et al. 2023; Zhao et al. 2023), which ef-
fectively employ diffusion model-driven synthetic data in
image classification and segmentation, we have noticed the
progress text-to-image models have achieved in crafting
high-quality images from textual descriptions. This opens
the door to the use of diffusion models for constructing
image-text pairs in the image captioning domain. In compar-
ison to human-labeled and web-crawled datasets, synthetic
data offer efficiency in cost and time, enable customization
for specific domains, bootstrap generalization capability for
zero-shot performance, and sidestep privacy issues linked
to real-world data. Customization for specific domains, re-
ferring to the in-domain ability, involves generating data
tailored to specific domains, such as particular objects, at-
tributes, or scenarios. Generalization capabilities, pertaining
to cross-domain capability, entail generating synthetic data
encompassing a broader range of scenarios, not limited to a
specific objective. However, there exists no prior work that
specifically addresses the image captioning task solely using
synthetic data generated via diffusion models.
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(1) The natural image and the caption
with four sentences 4, B, C, D.

A parked ...

(2) The uni-context images
generated by captions 4, B, C, D. generated by a summarized caption.

A man directs a.parked.
airplane on the runway while a
luggage cart approaches it at the

A large... airport.

(3) The multi-context image

Figure 1: Examples of the natural image, the uni-context images, and the multi-context image.

The method to train an image captioning model using syn-
thetic data involves two essential steps: (1) generating im-
ages along with captions through a diffusion model, utiliz-
ing established image captioning datasets. (2) subsequently
training the image captioning model with the newly created
synthetic dataset. However, a significant limitation arises
when utilizing synthetic images, as they often lack the con-
textual depth necessary for ensuring precise image caption-
ing accuracy. Our analysis highlights that synthetic images,
originating from readily available basic captions, tend to ex-
hibit constrained contexts, resulting in the omission of in-
tricate and multifaceted scenes. These images are specifi-
cally referred to as “uni-context” images. In contrast, natu-
ral images inherently encompass a multi-contextual essence,
portraying a diverse array of objects, arrangements, inter-
actions, and encapsulating complex and elaborate scenes.
In this context, we provide a collection of examples for a
comprehensive comparison between uni-context and multi-
context images, depicted in Figure 1. Notably, employ-
ing complex captions enables diffusion models to generate
multi-context images, aligning with multi-faceted captions.
Our focus for the image captioning task centers around the
generation of multi-context captions to facilitate the synthe-
sis of images with diverse contextual characteristics.

In this paper, we propose a pipeline for Image Captioning
with Multi-Context Synthetic Data (ICSD). Our pipeline
starts with a text corpus containing accessible simple cap-
tions from diverse sources such as datasets, web crawls, and
generated content. Comprising two key stages, the pipeline
initiates with the generation stage and moves on to the train-
ing stage. The generation stage begins with obtaining com-
plex captions. To optimally harness the corpus, we suggest
selecting simple captions that might collectively depict the
same scene rather than focusing on a small subset of di-
rect complex captions. This process, termed selection and
summarization, not only taps into the corpus’ potential but
also generates varied combinations of simple captions for
diverse scenes. However, existing methods face challenges
as they lack suitable metrics to determine if captions portray
the same scene, and they need to be adaptable across dif-
ferent domains due to varied corpus sources. Leveraging the
strengths of Large Language Models (LLMs) with their ex-
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pansive knowledge and generalization abilities, we employ
LLMs to execute selection and summarization tasks through
provided instructions. Initially, we cluster captions based on
text feature similarity, treating each caption as a query to
construct LLM input candidates. The subsequent step in-
structs LLMs to pick captions from these clusters that could
potentially form a complex scene. These chosen captions are
then condensed into a single comprehensive caption. Sub-
sequently, we generate multi-context images employing a
generative model aided by these summarized captions. Mov-
ing into the training stage, our approach involves training
models based on multi-context images derived from summa-
rized sentences and the captions present in the corpus. Each
multi-context image is associated with its corresponding se-
lected sentences, offering multiple related descriptions for
every multi-context image. The training of our model relies
solely on this synthetic data.

Our main contributions are summarized as follows:
(1) Pioneering the utilization of synthetic data in image cap-
tioning through the synergistic application of diffusion mod-
els and LLMs, introducing a novel approach in this field.
(2) Addressing the deficiency in complexity found in syn-
thetic images generated from basic captions by analyzing
the multi-context nature of natural images. We introduce a
multi-context data generation pipeline tailored for enhanc-
ing image captioning.
(3) Demonstrating the efficacy of our exclusively synthetic
data-driven approach, we attain state-of-the-art performance
in in-domain and cross-domain image captioning across
three datasets: MSCOCO, Flickr30k and NoCaps.

Related Work
Supervised Image Captioning

Conventional image captioning methods treat the task as a
form of translation (Vinyals et al. 2015; Karpathy and Fei-
Fei 2015). These methods typically comprise a CNN-based
encoder for image encoding and an RNN-based decoder for
caption generation. Recent approaches (Wang, Xu, and Sun
2022; Barraco et al. 2022) adopt transformers architecture,
yielding promising results. Additionally, research efforts in-
tegrate object (Anderson et al. 2018; Song et al. 2021), seg-
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mentation (Wu et al. 2022), gaze patterns (Alahmadi and
Hahn 2022), and attributes (Fang et al. 2022) to enhance im-
age captioning models. Due to limited annotated data, stud-
ies (Li et al. 2022; Hu et al. 2022; Wang et al. 2022) pre-
train models on expansive web-crawled datasets, followed
by fine-tuning on smaller human-annotated datasets. Al-
though these methods benefit from pretraining, their perfor-
mance still heavily depends on the fine-tuning phase, which
entails human-annotated data.

Unsupervised Image Captioning

Unsupervised image captioning seeks to train captioning
models without the need for human-annotated data. Prior
work utilizes independent image sources and text corpora
for training, often leveraging object detectors to establish an
initial link between the two modalities. Feng et al. (2019) pi-
oneer this field by introducing policy gradient to reward gen-
erated captions aligned with correct visual concepts. Sub-
sequently, Laina, Rupprecht, and Navab (2019) propose a
shared multi-modal space constructed through visual con-
cepts to align images and text. Meng et al. (2022) suggest
harvesting objects corresponding to given sentences instead
of finding candidate images. Nonetheless, these approaches
depend heavily on object detectors, overlooking object at-
tributes and relationships, constrained by detector general-
ization. Recent text-only training methods focus on train-
ing text decoder to reconstruct text from CLIP text encoder-
derived features. During inference, they align image fea-
tures extracted by CLIP’s image encoder with text features
in the same space. Li et al. (2023) introduce a training-free
mechanism using training text features to project visual em-
beddings into text embedding space at inference. Nukrai,
Mokady, and Globerson (2022) and Gu, Clark, and Kem-
bhavi (2023) propose noise injection training to reduce the
modality gap during inference. However, these methods rely
on CLIP’s cross-modality capacity and struggle to transfer
to new domains without fine-tuning CLIP.

Applications of Diffusion Models

Diffusion models excel in generative capacities, spanning
image creation, video synthesis, and text generation (Ho,
Jain, and Abbeel 2020; Dhariwal and Nichol 2021; Ville-
gas et al. 2023; Chen, Zhang, and Hinton 2023). Conditional
versions enhance control and produce premium outcomes,
extending their usefulness, as seen in text-to-image genera-
tion with models like DALL-E 2, Imagen, and Stable Diffu-
sion (Ramesh et al. 2022; Saharia et al. 2022; Rombach et al.
2022). Synthetic data from GLIDE demonstrated efficacy
in image classification (Nichol et al. 2022; He et al. 2023),
with further improvements achieved through ImageNet fine-
tuning (Azizi et al. 2023). X-Paste (Zhao et al. 2023) lever-
ages Stable Diffusion and CLIP to obtain synthetic im-
ages with accurate categories, which are transformed into
instances for image segmentation. These tasks need high-
quality synthetic images but with less focus on matching
meaning exactly. Only the object linked to a single label
should appear in the image, without considering the whole
scene. The text-to-image diffusion model manages this basic
requirement. Unlike these tasks, image captioning requires
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intricate scenes in synthetic images that can be described
from various perspectives. Because diffusion models cannot
generate multi-context images from simple sentences, cre-
ating suitable training data for image captioning becomes
quite a challenge.

Method

Overview

Our pipeline, presented in Figure 2, comprises two stages:
the generation stage and the training stage. The generation
stage begins with a given text corpus which comes from mul-
tiple sources for in-domain or cross-domain settings. For in-
domain setting, we utilize human-annotated text to generate
in-domain data. For cross-domain setting, we employ web-
crawled text or text generated from LLMs with rich knowl-
edge, to produce large-scale cross-domain data. The gener-
ation stage consists of three steps: (1) Grouping of simple
captions. In this step, for each simple caption acting as a
query, we retrieve the most similar captions from the text
corpus. These retrieved captions are then combined with the
query caption to form a group. The captions in the same
group possibly describe the same scene from diverse per-
spectives. (2) LLM-based selection and summarization. Pro-
viding the group of simple captions, which includes captions
that potentially describe the same scene from diverse per-
spectives, we meticulously design prompt. These prompts
guide LLMs to select simple captions that coherently align
with a particular scene and summarize them into one sen-
tence for image generation. (3) Finally, we employ stable
diffusion to generate images with the summarized captions.
In the training stage, we train the image captioning model
solely on the synthetic multi-context image-text pairs ob-
tained from the generation stage.

Generation Stage

Grouping of Simple Captions. Given a text corpus 1T =
{t1,ta,...,tn } with N captions, directly utilizing the whole
text corpus as input is infeasible. This is because the in-
put context length limitation in LLMs prevents the use of
the full corpus. To address this issue, we propose to parti-
tion the text corpus into multiple groups of simple captions,
with each group serving as a candidate set for selection and
summarization. Considering the large size of the text cor-
pus, we form a group for each simple caption by retrieving
instead of clustering algorithms. Since captions describing
the same scene often exhibit substantial semantic similar-
ity with shared visual concepts, we employ CLIP to extract
caption features and calculate the cosine similarity between
each query caption and others within the corpus:

. fti) - f(@))
T @I @)

where s;; is the cosine similarity between f(¢;) and f(¢;),
t; is the query caption, ¢; is another caption in corpus, f(-)
represents the text encoder of CLIP. For query caption t;,
we retrieve the top & similar sentences to form a group G;
including ¢;:
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(D

Gi:{tiatma"' (2)



The Thirty-Eighth AAAT Conference on Artificial Intelligence (AAAI-24)

Fmmmmmmmmm e
1 Query:
: O Alarge

1. Grouping of Captions

€D concatenate

jonarunway. : Instruction: Select and summarize 1 A
. | sentences in sentences set. You should ... ! Thej same %hgpe
Multi-Source Corpus |\ =------------------- ! O indicates similar
semantic
Q A H oo U
s o O A Growin 0000 —d
— oo cococoooo
g o @ o
S
] 3. Generation via Stable Diffusion 2. Selection & Summarization via LLMs
&
T o | oo o
- ISUMMARY:; 'INDEX: !
| —r— Stable Y —
[— Stable | a3 e LLMs
o Diffusion 1 1 1
. 1,000,
-5 YR 1 Byt
e
ﬁ 4. Tralmng @n Synthetlc data O A large that is parked on a runway.
§~ O A cart pulling luggage near a at an airport.
0%“ O A parked is being directed by a man on the ground.
o Encoder — Decoder vee
S O A man directs a parked on the runway while a
08 luggage cart approaches it at the airport

Figure 2: Overview of our proposed ICSD pipeline. The pipeline comprises two stages: the generation stage and the training
stage. In the generation stage, we commence by performing the grouping of simple captions within the corpus. Next, LLMs are
employed to select captions that depict the same scene from multiple perspectives, which are extracted from the obtained candi-
date sets. These selected captions are then condensed into a single sentence through summarization. These condensed sentences
play a pivotal role in generating multi-context images using stable diffusion. Finally, in the training stage, we exclusively train
the image captioning model on the synthetic multi-context image-text pairs.

where the cardinality of G; is k + 1, and s;; > Sjpm > ... >
Sin. This results in NV groups, corresponding to the number
of captions within the text corpus, with these groups contain-
ing overlapping captions. We use a greedy algorithm to min-
imize redundancy and ensure that a small number of groups
cover all corpus captions. The algorithm works as follows:
(1) initialize a set C' identical to the corpus 7. (2) repeatedly
find and remove from C' the group G; with the most overlap
with C, until C is empty. Finally, we can find groups that
can cover the entire corpus.

Selection and Summarization via LLMs. Selection and
summarization pose significant challenges for existing tech-
nology. Selection aims to select simple captions that are
able to describe the same image from various perspectives.
The challenges of selection are (1) the demand for com-
mon sense: the selection process should incorporate the
knowledge of natural scenes to decide what kind of objects
should appear together in the scene and the given descrip-
tions should not conflict. (2) the lack of metrics: the current
metrics of text similarity are not designed for our target; the
similarity metrics can not identify the descriptions that de-
pict the same image. Summarization aims to combine the se-
lected simple captions into one complex caption for image
generation. The challenge is that traditional text summariza-
tion approaches are ill-suited for our scenario since they aim
to extract key information from long documents. And our
summarization also demands strong generalization capabil-
ities in open domains, since the corpus is so diverse. For-
tunately, the potency of LLMs empowers us to tackle these
intricate challenges. LLMs are pretrained on a large scale
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of data, showing advancement in common knowledge and
generalization ability. The instruction-following ability of
LLMs makes it possible for us to formulate the selection and
summarization task through language. So we employ LLMs
to tackle both tasks. We consider each group of captions as
a candidate set for describing a specific image. We then for-
mulate a prompt that enables us to accomplish both selection
and summarization through LLMs. The prompt template is
provided in Appendix C.

To avoid the hallucination problem of LLMs, we incor-
porate the chain of thought technique (Wei et al. 2022) into
our design. We instruct the LLMs to first select sentences
and subsequently summarize them into a single sentence.
Additionally, we specifically prompt LLMs to provide the
index of the chosen sentences, instead of generating these
sentences anew, which may lead to hallucination problems.
Image Generation with Stable Diffusion. In this crucial
step, we harness the power of stable diffusion to generate
synthetic images based on the summarized sentences de-
rived from the text corpus. We refrain from using any prompt
engineering on the captions that are inputted to stable diffu-
sion, aiming to minimize the influence of human interven-
tion during large-scale generation. Consequently, we can ac-
quire a substantial volume of multi-context images.

Training Stage

Architecture and data. We follow BLIP (Li et al. 2022)
to adopt the encoder-decoder architecture (Vaswani et al.
2017). The encoder is initialized from the weights of ViT-
B/32, while the decoder is initialized from the weights
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of BERT-base (Devlin et al. 2019). We exclusively utilize
synthetic data for training, specifically focusing on multi-
context image-text pairs.

Objective. We utilize synthetic data to train our model using
Cross Entropy Loss:

L=— Zlog(P(yHyl:z‘fl?U)) &)
i=1

where P denotes the probability distribution from the lan-
guage decoder, y; denotes the ground-truth word at time step
1, Y1.i—1 refers to the prior words, n stands for the length of
the ground-truth sentence, and v is the synthetic image.

Experiments

We conduct experiments in two settings: in-domain and
cross-domain image captioning. In the in-domain setting, the
training and test data are derived from the same dataset. In
the cross-domain setting, the training and test data are sam-
pled from different datasets, requiring the model to effec-
tively generalize across diverse data sources.

Settings

Datasets. For in-domain image captioning, we utilize
MSCOCO (Lin et al. 2014) and Flickr30k (Young et al.
2014) datasets. MSCOCO contains 123,287 images, each
annotated with five captions. Following (Karpathy and Fei-
Fei 2015), we split MSCOCO into 118,287 for training,
4,000 for validation, and 1,000 for testing. Flickr30k con-
tains 31,783 images, with each image accompanied by five
captions. Regarding cross-domain image captioning, we
train our model on SS1M (Feng et al. 2019) dataset and eval-
uate its performance using MSCOCO and NoCaps (Agrawal
et al. 2019). SS1M is a web-scraped text corpus and con-
tains 2,322,628 image descriptions from Shutterstock using
eighty object class names in MSCOCO as keywords. In line
with DeCap (Li et al. 2023), we exclude sentences contain-
ing more than fifteen words on SS1M. We use the validation
set of NoCaps to evaluate performance in three settings: in-
domain, near-domain, and out-of-domain. For all datasets,
we solely utilize their text during training and do not acquire
any natural images.

To measure the quality of generated captions, we follow
prior studies (Dai et al. 2017; Meng et al. 2022) and em-
ploy metrics such as BLEU (Papineni et al. 2002), ME-
TEOR (Banerjee and Lavie 2005), ROUGE (Lin 2004), and
CIDEr-D (Vedantam, Lawrence Zitnick, and Parikh 2015).
Implementation Details. During the generation stage, we
use different group sizes for various datasets: 30 for
MSCOCO, 20 for Flickr30k, and 10 for SSIM. We em-
ploy the GPT-3.5-turbo model for selecting and summariz-
ing captions via API access. For image generation, we uti-
lize Stable Diffusion v1.4 at a 512x512 resolution with 20
sampling steps, and we speed up the diffusion model’s sam-
pling process using DPM-Solver (Lu et al. 2022). We train
the model for 30 epochs using Adam (Kingma and Ba 2015)
and a batch size of 36. The learning rate is le-5, and a warm-
up strategy is applied during training. Additionally, the input
synthetic images are resized to 384 x384. For inference, we
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follow the BLIP to use beam search with a beam size of 3.
All experiments are conducted using eight NVIDIA A100
GPUs.

Comparisons with State-of-the-art Models

In-domain Image Captioning. We perform in-domain im-
age captioning on MSCOCO and Flickr30k datasets, com-
paring our ICSD with state-of-the-art unsupervised meth-
ods: Feng et al. (2019) and Laina, Rupprecht, and Navab
(2019) train models on independent image and text data,
using visual concepts to establish connections between im-
ages and text. ZeroCap (Tewel et al. 2022), Magic (Su et al.
2022), and ESPER-Style (Yu et al. 2022) incorporate GPT-
2 (Radford et al. 2019) as the language decoder. CLIPRe (Su
et al. 2022) is a CLIP-based method for retrieving captions.
CapDec (Nukrai, Mokady, and Globerson 2022), DeCap (Li
et al. 2023) and CLOSE (Gu, Clark, and Kembhavi 2023)
conduct text-only training, leveraging the powerful cross-
modal capability of CLIP.

The comparison results for MSCOCO and Flickr30k
datasets are presented in Table 1. We generate 150,000
multi-context images for MSCOCO and 140,000 images for
Flickr30k, with each synthetic image paired with 5 to 10
captions. Our method significantly outperforms other unsu-
pervised approaches across the majority of metrics. In the
B @4 metric, our ICSD surpasses previous state-of-the-art
methods by 13.3% on MSCOCO and 26.0% on Flickr30k.
Cross-domain Image Captioning. The captions of
MSCOCO and Flickr30k can naturally be grouped, as each
image has at least five descriptions in these human-annotated
datasets. To evaluate the effectiveness of our ICSD, we train
the model on the web-crawled SSIM captions, which are
not inherently grouped, and perform cross-domain image
captioning on MSCOCO and NoCaps. We create 150,000
multi-context images for SSIM. Due to SS1M’s large
scale and the API call limitations of GPT-3.5-turbo, we
additionally generate uni-context images for each caption.
We compare our method with several other approaches in
this experimental setting: (1) ZeroCap and ConZIC (Zeng
et al. 2023) directly use pretrained vision-language models
without fine-tuning; (2) CLIPRe and DeCap are trained on
the large CC3M-text corpus (Changpinyo et al. 2021); (3)
DeCap and Feng et al. (2019) also employ SS1M to train
the models.

The results in Table 2 demonstrate the effectiveness of our
method. When evaluating ICSD on MSCOCO, our method
achieves obvious improvements across all metrics. Espe-
cially on BLEU and CIDEr metrics, improved from 8.9 to
13.6 and 50.6 to 54.2, respectively. This implies that the ef-
fectiveness of our method is not limited to in-domain im-
age captioning, it remains efficient even when applied to
a wide range of data collected from the web. In the No-
Caps evaluation, our method performs well on in-domain
and near-domain sets but not as strongly on the out-domain
set. This discrepancy arises because SS1M is collected based
on the objects of MSCOCO, which is not strictly designed
for cross-domain setting, affecting its performance on the
out-domain set of NoCaps. However, our method is able to
address this limitation by utilizing LL.Ms to generate a cor-
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Methods Data MSCOCO Flickr30k

I. T B@e4 M R C B@4 M R C
Feng et al. (2019) v v 186 179 4311 549 - - - -
Laina, Rupprecht, and Navab (2019) v v 193 202 450 618 - - - -
ESPER-Style (Yu et al. 2022) v o v 219 219 - 78.2 - - - -
ZeroCap (Tewel et al. 2022) v 7.0 154 31.8 345 54 11.8 273 16.8
Magic (Su et al. 2022) v 129 174 399 493 64 13.1 31,6 204
CLIPRe (Su et al. 2022) v 49 114 290 136 52 11.6 27.6 100
CapDec (Nukrai, Mokady, and Globerson 2022) v 264 251 51.8 918 17.7 200 439 39.1
DeCap* (Li et al. 2023) v 253 252 511 929 200 21.7 462 493
CLOSE (Gu, Clark, and Kembhavi 2023) v - - - 95.3 - - - -
ICSD v 299 254 527 96.6 252 206 46.7 543

Table 1: The results of in-domain image captioning on MSCOCO and Flickr30k. “I.” and “T.” denote the need for external
image data and text data, respectively. “*”” means results reproduced using the provided code. B@4: BLEU@4; M: METEOR;
R: ROUGE; C: CIDEr. Numbers in bold and underlined text represent the best and second-best results, respectively.

MSCOCO NoCaps val (CIDEr)

Methods Daaset  pas M R € In Near Out Overall
ZeroCap (Tewel et al. 2022) - 2.6 11.5 - 14.6 - - - -
ConZIC (Zeng et al. 2023) - 1.3 11.5 - 12.8 - - - -
CLIPRe (Su et al. 2022) CC3M-text 4.6 133 - 256 233 268 36.5 28.2
DeCap (Li et al. 2023) CC3M-text 8.8 16.0 - 42.1 348 37.7 499 39.7
DeCap (Li et al. 2023) SS1M 89 175 - 50.6 419 41.7 462 42.7
ICSD SS1M 13.6 183 38.0 542 429 443 356 42.7

Table 2: The results of cross-domain image captioning on MSCOCO and NoCaps.

pus containing diverse objects for generalization and apply-
ing our pipeline with this corpus. We report the results of
this experiment in Appendix A.

Ablation Study

The effect of components of ICSD. Table 3 presents the
results of an ablation study evaluating each component on
MSCOCO. The Baseline indicates that we train the model
using only uni-context image-text pairs. We then investigate
three variations of selection and summarization: (1) selec-
tion without summarization (Sel. w.o. Sum.), where we em-
ploy LLMs to select captions for training but do not merge
them into a single sentence for multi-context image gener-
ation. The captions selected from the same group are asso-
ciated with the uni-context image, which is generated with
query caption of the group. (2) summarization without se-
lection (Sum. w.o. Sel.), in which LLMs directly summarize
the top five similar captions in the group, potentially leading
to errors since the most similar captions are not necessarily
conflict-free. (3) both selection and summarization (Sel. &
Sum.), representing our ICSD approach. To further empha-
size the importance of selection in collecting a high-quality
caption set for summarization, we conduct experiments us-
ing the ground-truth group (w. GTG) as a substitute for se-
lection. MSCOCO is a human-annotated dataset where each
image has at least five captions, inherently containing cap-
tions written for the same image by different annotators. In
the w. GTG experiment, we use these captions, written for
the same image, for summarization.

The results of Baseline exhibit limited performance across
most metrics. In comparison with previous state-of-the-art
methods, the Meteor and CIDEr scores are lower than De-
Cap by 0.5 and 2.1, respectively, while the ROUGE-L score
is lower than CapDec by 0.4. The limited performance indi-
cates that the uni-context images, generated by single cap-
tions, are insufficient for image captioning.

The Sel. w.o. Sum. approach results in improved perfor-
mance, particularly in the BLEU and CIDEr metrics. This
improvement can be attributed to the fact that Sel. w.o. Sum.
employs LLMs to select captions that may describe the same
scene and associate them with the image generated using the
query caption. This process constructs pseudo multi-context
pairs in which the uni-context image is associated with mul-
tiple captions, albeit with less accurate correlations.

The Sum. w.o. Sel. presents another type of pseudo multi-
context image-text pair. By directly summarizing similar
captions into a single caption through LLLMs and generat-
ing multi-context images, this approach may introduce er-
rors, as the similarity of captions cannot guarantee that they
are conflict-free when describing the same scene. Conse-
quently, the summarized caption may not be fully compat-
ible with the original simple captions. However, the gener-
ated images are multi-context images, resulting in improved
performance compared to Sel. w.o. Sum. method. This obser-
vation demonstrates the importance of multi-context images
for image captioning, but the inaccurate correlations lead to
inferior performance in this approach.

The performance of our proposed ICSD approach, which
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Images:
A group of people standing next A woman walking down a street A dog wearing a tie and a dress shirt.
CLIPCap: .
to a red double decker bus. next to a fire hydrant.
CapDec: A red double decker bus parked A young man riding a skateboard A dog that is standing up wearing a tie.
phec: in front of a man. down the side of a metal rail.
Ours: A group of people standing in A black and white photo of a bus A brown and white dog wearing a tie.

front of a red double decker bus

driving down

a street.

Figure 3: Comparisons of captions generated by CLIPCap (Mokady, Hertz, and Bermano 2021), CapDec (Nukrai, Mokady, and
Globerson 2022), and our proposed ICSD, using exemplary images from MSCOCO dataset.

Method B@4 M R C

Baseline 269 247 514 90.8
Sel. w.o. Sum. 295 247 523 942
Sum. w.o. Sel. 29.6 250 529 958
Sel. & Sum. ICSD) 299 254 527 96.6
ICSD w. GTG 30.2 257 53.0 973

Table 3: The effect of components of ICSD on MSCOCO.

incorporates both Sel. & Sum., is significantly improved.
As the selection process can gather compatible captions for
summarization, which is absent in the Sum. w.o. Sel. method,
summarization can create multi-context captions for multi-
context image generation, an aspect that is lacking in the
Sel. w.o. Sum. approach. The results indicate that by com-
bining selection and summarization, our ICSD can generate
multi-context data that are highly beneficial for image cap-
tioning. To further explore our method, we use the ground-
truth grouping of MSCOCO and summarize captions. This
strategy notably enhances performance across all metrics,
underscoring the importance of effective grouping.

The impact of the number of multi-context images.
We conduct experiments using different numbers of multi-
context images for training and evaluate the model on
the test split of MSCOCO. Table 4 presents the results,
where we increase the number of multi-context images from
10,000 to 200,000. The results demonstrate that incorporat-
ing more multi-context images during training can improve
the performance of in-domain image captioning. Particu-
larly, we observe significant gains in the B@4 and CIDEr
metrics when increasing the number of multi-context images
from 10,000 to 50,000. The best performance achieved thus
far is obtained when using 150,000 multi-context images.
However, expanding the number of multi-context images to
200,000 yields only marginal improvements, primarily due
to the constrained diversity of the text corpus.
Visualization. Our model, trained on synthetic data, is ca-
pable of generating accurate captions for natural images.
In Figure 3, we present examples of generated captions on
the test split of MSCOCO, comparing our approach with
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Number B@4 M R
10,000 28.0 23.8 51.1 87.9
50,000 29.3 24.7 52.3 93.5
100,000 204 25.0 52.3 95.1
150,000 29.9 254 527 96.6
200,000 30.1 25.1 52.7 96.5

Table 4: The impact of the number of multi-context images.

CLIPCap and CapDec. The incorrect portions of the cap-
tions are highlighted in red, while the improvements made
by our method are emphasized in green. For the first im-
age, our method accurately describes the location and the
number of people. Regarding the second and third images,
our approach outperforms the others by capturing more de-
tailed descriptions, such as the colors “black and white” and
“brown and white”.

In Appendix B, we further explore a range of alternative
methods, including retrieving images instead of generating
them, as well as creating a detailed caption from a given in-
put caption, as opposed to merging multiple simple captions.

Conclusion

We observe that synthetic images generated from single cap-
tions lack the ability to be described from multiple per-
spectives, unlike real-world images. To address this issue,
we propose a pipeline called ICSD that generates multi-
context training data by combining LLMs and diffusion
models for image captioning. The pipeline has two stages:
generation and training. In the generation stage, we group
captions in the corpus and select diverse perspectives using
LLMs. These perspectives are summarized into a single sen-
tence, which is then used to generate multi-context images
through diffusion models. This results in high-quality syn-
thetic multi-context image-text pairs where each image can
be described from various perspectives. In the training stage,
we train image captioning models using the synthetic data
generated in the generation stage. Extensive experiments on
in-domain and cross-domain image captioning demonstrate
the effectiveness of our ICSD pipeline.
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