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Abstract

Among the remarkable successes of Reinforcement Learning
(RL), self-play algorithms have played a crucial role in solv-
ing competitive games. However, current self-play RL meth-
ods commonly optimize the agent to maximize the expected
win-rates against its current or historical copies, resulting in a
limited strategy style and a tendency to get stuck in local op-
tima. To address this limitation, it is important to improve the
diversity of policies, allowing the agent to break stalemates
and enhance its robustness when facing with different oppo-
nents. In this paper, we present a novel perspective to pro-
mote diversity by considering that agents could have diverse
risk preferences in the face of uncertainty. To achieve this,
we introduce a novel reinforcement learning algorithm called
Risk-sensitive Proximal Policy Optimization (RPPO), which
smoothly interpolates between worst-case and best-case pol-
icy learning, enabling policy learning with desired risk pref-
erences. Furthermore, by seamlessly integrating RPPO with
population-based self-play, agents in the population optimize
dynamic risk-sensitive objectives using experiences gained
from playing against diverse opponents. Our empirical results
demonstrate that our method achieves comparable or superior
performance in competitive games and, importantly, leads to
the emergence of diverse behavioral modes. Code is available
at https://github.com/Jackory/RPBT.

Introduction

Reinforcement Learning (RL) has witnessed significant ad-
vancements in solving challenging decision problems, par-
ticularly in competitive games such as Go (Silver et al.
2016), Dota (Berner et al. 2019), and StarCraft (Vinyals et al.
2019). One of the key factors contributing to these successes
is self-play, where an agent improves its policy by play-
ing against itself or its previous policies. However, building
expert-level Al solely through model-free self-play remains
challenging, as it requires no access to a dynamic model or
the prior knowledge of a human expert. One of the difficul-
ties is that agents trained in self-play only compete against
themselves, leading to policies that often become stuck in
local optima and struggle to generalize to different oppo-
nents (Bansal et al. 2018).
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In this study, we focus on the problem of training agents
that are both robust and high-performing against any type
of opponent. We argue that the key to addressing this prob-
lem lies in producing a diverse set of training opponents,
or in other words, learning diverse strategies in self-play. A
promising paradigm to address this problem is population-
based approaches (Vinyals et al. 2019; Jaderberg et al.
2019), where a collection of agents is gathered and trained
against each other. However, the diversity achieved in such
methods mainly stems from various hyperparameter setups
and falls short. Recent research has increasingly focused
on enhancing population diversity (Lupu et al. 2021; Zhao
et al. 2022; Parker-Holder et al. 2020; Wu et al. 2023; Liu
et al. 2021). These methods introduce diversity as a learn-
ing objective and incorporate additional auxiliary losses on
a population-wide scale. Nonetheless, this population-wide
objective increases implementation complexity and necessi-
tates careful hyperparameter tuning to strike a balance be-
tween diversity and performance.

Here, we propose a novel perspective on introducing di-
versity within the population: agents should possess diverse
risk preferences. In this context, risk refers to the uncer-
tainty arising from stochastic transitions within the environ-
ment, while risk preference encompasses the agent’s sensi-
tivity to such uncertainty, typically including risk-seeking,
risk-neutral, and risk-averse tendencies. Taking inspiration
from the fact that humans are risk-sensitive (Tversky and
Kahneman 1992), we argue that the lack of diversity in
self-play arises from agents solely optimizing their expected
winning rate against opponents without considering other
optimization goals that go beyond the expectation, such as
higher-order moments of the winning rate distribution. Intu-
itively, the population of agents should be diverse, includ-
ing conservative (risk-averse) agents that aim to enhance
their worst performance against others, as well as aggres-
sive (risk-seeking) agents that focus on improving their best
winning record.

To achieve risk-sensitive learning with minimal modifica-
tions, we introduce the expectile Bellman operator, which
smoothly interpolates between the worst-case and best-case
Bellman operators. Building upon this operator, we propose
Risk-sensitive Proximal Policy Optimization (RPPO), which
utilizes a risk level hyperparameter to control the risk pref-
erence during policy learning. To strike a balance between
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bias and variance in policy learning, we extend the expectile
Bellman operator to its multi-step form and adapt the Gener-
alized Advantage Estimation (GAE) (Schulman et al. 2018).
It is important to highlight that this extension is non-trivial
due to the nonlinearity of the expectile Bellman operator.

RPPO offers a simple and practical approach that can
be easily integrated into existing population-based self-play
frameworks. We provide an implementation called RPBT,
where a population of agents is trained using RPPO with di-
verse risk preference settings, without introducing additional
population-level optimization objectives. The risk prefer-
ences of the agents are automatically tuned using exploita-
tion and exploration techniques drawn from Population-
based Training (PBT) (Jaderberg et al. 2017). By gathering
the experience of agents competing against each other in the
diverse population, RPBT effectively addresses the issue of
overfitting to specific types of opponents.

Related Work

Self-Play RL Training agents in multi-agent games re-
quires instantiations of opponents the in environment. A so-
lution could be self-play RL, where an agent is trained by
playing against its own policy or its past versions. Self-
play variants have proven effective in some multi-agent
games (Tesauro et al. 1995; Silver et al. 2016; Berner et al.
2019; Vinyals et al. 2019; Jaderberg et al. 2019). A key
advantage of self-play is that the competitive multi-agent
environment provides the agents with an appropriate cur-
riculum (Bansal et al. 2018; Liu et al. 2019; Baker et al.
2020), which facilitates the emergence of complex and in-
teresting behaviors. However, real-world games often in-
volve non-transitivity and strategic cycles(Czarnecki et al.
2020), and thus self-play cannot produce agents that gener-
alize well to different types of opponents. Population-based
self-play (Jaderberg et al. 2019; Garnelo et al. 2021; Yu et al.
2023; Strouse et al. 2021) improves self-play by training
a population of agents, all of whom compete against each
other. While population-based self-play is able to gather a
substantial amount of match experience to alleviate the prob-
lem of overfitting to specific opponents, it still requires tech-
niques to introduce diversity among agents to stabilize train-
ing and facilitate robustness (Jaderberg et al. 2019).

Population-Based Diversity Population-based methods
demonstrate a strong connection with evolutionary algo-
rithms (Mouret and Clune 2015). These population-based
approaches have effectively addressed black-box optimiza-
tion challenges (Loshchilov and Hutter 2016). Their primary
advantages encompass the ability to obtain high-performing
hyperparameter schedules in a single training run, which
leads to great performance across various environments (Liu
etal. 2019; Li et al. 2019; Espeholt et al. 2018). Recently, di-
versity across the population has drawn great interests (Shen
et al. 2020; Khadka et al. 2019; Liu et al. 2021, 2022;
Wu et al. 2023). Reward randomizations (Tang et al. 2021;
Yu et al. 2023) were employed to discover diverse poli-
cies in multi-agent games. Other representative works for-
mulated individual rewards and diversity among agents into
a multi-objective optimization problem. More specifically,
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DvD (Parker-Holder et al. 2020) utilizes the determinant of
the kernel matrix of action embedding as a population di-
versity metric. TrajeDi (Lupu et al. 2021) introduces trajec-
tory diversity by approximating Jensen-Shannon divergence
with action discounting kernel. MEP (Zhao et al. 2022) max-
imizes a lower bound of the average KL divergence within
the population. Instead of introducing additional diversity-
driven objectives across the entire population, our RPBT
approach trains a population of agents with different risk
preferences. Each individual agent maximizes its own re-
turns based on its specific risk level, making our method
both easy to implement and adaptable for integration into
a population-based self-play framework.

Game Theory Fictitious play (Brown 1951) and double
oracle(McMahan, Gordon, and Blum 2003) have been stud-
ied to achieve approximate Nash equilibrium in normal-
form games. Fictitious self-play (FSP)(Heinrich, Lanctot,
and Silver 2015) extends fictitious play to extensive-form
games. Policy-space response oracle (PSRO) (Lanctot et al.
2017) is a natural generalization of double oracle, where the
choices become the policies in meta-games rather than the
actions in games. PSRO is a general framework for solving
games, maintaining a policy pool and continuously adds the
best responses. Our methods fall under PSRO framework at
this level. However, in practice, PSRO necessitates the com-
putation of the meta-payoff matrix between policies in the
policy pool, which is computationally intensive (McAleer
et al. 2020) in real-world games since the policy pool is
pretty large. Various improvements (Balduzzi et al. 2019;
Perez-Nieves et al. 2021; Liu et al. 2021) have been made
upon PSRO by using different metrics based on the meta-
payoffs to promote diversity. However, most of these works
have confined their experiments to normal-form games or
meta-games.

Risk-Sensitive RL  Our risk-sensitive methods draw from
risk-sensitive and distributional RL, with comprehensive
surveys (Bellemare, Dabney, and Rowland 2023) avail-
able. Key distributional RL studies (Bellemare, Dabney, and
Munos 2017) highlight the value of learning return distribu-
tions over expected returns, enabling approximation of value
functions under various risk measures like Wang (Miiller
1997) and CVaR (Rockafellar, Uryasev et al. 2000; Chow
and Ghavamzadeh 2014; Qiu et al. 2021) for generating
risk-averse or risk-seeking policies. However, these meth-
ods’ reliance on discrete samples for risk and gradient esti-
mation increases computational complexity. Sampling-free
methods (Tang, Zhang, and Salakhutdinov 2019; Yang et al.
2021; Ying et al. 2022) have been explored for CVaR com-
putation, but CVaR focuses solely on risk aversion, neglect-
ing best-case scenarios, which may not align with compe-
tition objectives. A risk-sensitive RL algorithm (Delétang
et al. 2021) balances risk aversion and seeking, but assumes
gaussian data generation. In contrast, our RPPO algorithm
requires no data assumptions and minimal code modifica-
tions on PPO to learn diverse risk-sensitive policies.
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Preliminary

Problem Definition We consider fully competitive games,
which can be regarded as Markov games (Littman 1994). A
Markov game for N agents is a partially observable Markov
decision process (POMDP), which can be defined by: a set
of states S, a set of observations O, - - -, O of each agent,
a set of actions of each agent A, - -- | AV, a transition func-
tion p(s'[s, a1, -+ ,an): S x AL x -+ AN — A(S) deter-
mining distribution over next states, and a reward function
for each agent r* : S x A" x A=% x S — R. Each agent
chooses its actions based on a stochastic policy g, : OF —
A(A), where 6; is the policy parameter of agent i.

In the self-play setting, we have control over a single
agent known as the main agent, while the remaining agents
act as opponents. These opponents are selected from the
main agent’s checkpoints. The main agent’s primary objec-
tive is to maximize its expected returns, also referred to as

discounted cumulative rewards, denoted as ]E[ZtT:O i,
where ~ represents the discount factor, and T signifies the
time horizon. By considering the opponents as part of the en-
vironmental dynamics, we can view the multi-agent environ-
ment as a single-agent stochastic environment from the main
agent’s perspective. Consequently, we can employ single-
agent RL methods such as PPO to approximate the best re-
sponse against all opponents. However, it should be noted
that the opponents are sampled from the main agent, which
itself lacks diversity as it is generated by single-agent RL
methods. In this study, we aim to construct a strong and ro-
bust policy, and generating diverse policies serves this goal.

Risk-sensitive PPO

In this section, we present our novel RL algorithm, Risk-
sensitive Proximal Policy Optimization (RPPO), which in-
volves minimal modifications to PPO. The algorithm is
shown in Algorithm 1. RPPO utilizes an expectile Bellman
operator that interpolates between a worst-case Bellman op-
erator and a best-case Bellman operator. This allows learn-
ing to occur with a specific risk preference, ranging from
risk-averse to risk-seeking. Additionally, we extend the ex-
pectile Bellman operator into a multi-step form to balance
bias and variance in RPPO. The theoretical analysis of the
expectile Bellman operator and its multi-step form, as well
as a toy example demonstrating the potential of RPPO to
learn risk preferences, are presented in the following sub-
sections.

Expectile Bellman Operator

Given a policy 7 and a risk level hyperparamemter 7 €
(0,1), we consider expectile Bellman operator defined as
follows:

TV (s) = V(s) + 20EEy [7[s]4 + (1 - 1)0)-], (1)

where « is the step size which we set to m,
d refers to d(s,a,8') = r(s,a,s) + AV(s') — V(s)
which is one-step TD error, ||+ = max(-,0) and []- =
min(-,0). This operator draws inspiration from expectile
statistics (Newey and Powell 1987; Rowland et al. 2019; Ma
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et al. 2022), and thus the name. We can see that the stan-
dard Bellman operator is a special case of expectile Bellman
operator when 7 = 1/2. We have the following theoretical
properties to guide the application of expectile Bellman op-
erator in practice. Please refer to the Appendix for the proof.

Proposition 1. For any 7 € (0,1), 7" is a ~y,-contraction,
where v, =1 —2a(1 — ) min{r,1 — 7}.

Proposition 1 guarantees the convergence of the value
function in the policy evaluation phase.

Proposition 2. Let V* denotes the fixed point of T.". For
any 7,7 € (0,1), if ' > 7, we have V%, (s) > V*(s),Vs €
S.

Proposition 2 guarantees the fixed point of expectile Bell-
man operator is monotonic with respect to 7.

Proposition 3. Let V¥, V% ., and V.., respectively de-
note the fixed point of expectile Bellman operator, best-
case Bellman operator and worst-case Bellman operator. We

have

N Vaorst 17 —0
— wors 2
& {Vb”ést ifr — 1. 2)

The worst-case Bellman operator and best-case Bellman
operator are defined by:

ToestV (8) := r{lle;;([R(s, a,s") +~V ()],

TworstV (s) = I;lisI,I[R(& a,s’) +V(s)]. ®)
It is important to highlight the difference between best-case
Bellman operator and Bellman optimal operator (7V (s) :=
max, (). (R(s,a,s") +~vV(s")]). Best-case Bellman oper-
ator takes stochastic transitions into account, which is the
main source of risk in competitive games when confronting
unknown actions of different opponents.

Proposition 3 guarantees expectile Bellman operator ap-
proaches best-case Bellman operator as risk level 7 ap-
proaches 1, and approaches worst-case Bellman operator as
T approaches 0.

Combing Propostion 2 and Proposition 3, we observe that
expectile Bellman operator can be used to design an op-
timization algorithm whose objective is the interpolation
between the best-case and the worst-case objective. When
T 1/2, the objective is equivalent to expected returns,
which is the scenario of risk-neutral. And risk level 7 < 1/2
and 7 > 1/2 represent the risk-averse and risk-seeking
cases, respectively. As 7 varies, the learning objective varies,
and hence diverse risk perferences arise.

We can see the potential of using the expectile Bellman
operator for designing risk-sensitive RL algorithms. PPO,
widely utilized in self-play, is favored for its ease of use, sta-
ble performance, and parallel scalability. By extending PPO
with the expectile Bellman operator, we introduce the RPPO
algorithm. Moreover, generalizing this operator to other RL
algorithms is not difficult. In practice, we define the advan-
tage function as

AZ(s,a) :=2aEy [7[6], + (1 —7)[0]-],

“4)
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Algorithm 1 Risk-sensitive PPO (RPPO)

Input: initial network parameter 6, ¢, horizon T, update
epochs K, risk level 7.

1: for:=1,2,--- do

2:  Collect trajectories by running policy mg,,, in the en-
vironment for 7" time steps.
3:  Compute A-variant returns \A/n  according to Eq.10
4:  Compute advantages /17, » according to Eq.11
5 fork=1,2,--- ,Kdo
6: Update the § by maximizing the surrogate function
with Eq.5 via some gradient algorithms.
7: Update the ¢ by minimizing mean-squared error
with Eq.6 via some gradient algorithms.
8: end for
9: Opqg =0
10: end for

With a batch of data {(s¢, a, re, st+1)}tT;01 collected by
7, we train the policy with the clip variant PPO loss,

T-1

1 .
£SLIP(9) =7 ; {min (wt(Q)AT(St, a),
clip(w(0),1 —e,1+ E)AT(st, at)ﬂ ,
(at|st) ©)

where w;(0) = Aads,y is the importance sampling ratio.
Meanwhile, we train the value network with mean squared

loss,
T-1

S WVialse) = Vo),

t=0

1

Ly(¢) = T

(6

where ¢ is the parameter of the value network, and Vr,t =
Vi (se) + Ar(se, ar) is the target value.

Multi-Step Expectile Bellman Operator

While RPPO is sufficient for providing decent risk prefer-
ences, we still require some techniques to balance the bias
and variance when estimating the advantage function. The
original PPO uses the Generalized Advantage Estimation
(GAE) technique (Schulman et al. 2018) to reduce variance
by using an exponentially-weighted estimator of the advan-
tage function, at the cost of introducing some bias. In this
section, we extend GAE to RPPO along this line of work.
However, it is non-trivial for direct incorporation of GAE
into RPPO due to the non-linearity of the expectile Bellman
operator. To address this issue, we define the multi-step ex-
pectile Bellman operator as:

TEV(s) = (1= 2) SO A (T7)"V(s).
n=1
We can derive that multi-step expectile Bellman operator
still remains the contraction and risk-sensitivity properties.
Please refer to Appendix for the proof.

(0.1), 7, is @ 7o

N

Proposition 4. For any 7 €

_ A=)y

contraction, where v y = Ty,
-
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Proposition 5. Let V', denote the fixed point of T
For any 7,7 € (0,1), if 7' > 7, we have VT*/,A(S) >
Vis(s),Vs € 8.

Proposition 6. Ler V", denote the fixed point of T, we
have

V*

lim VT*)\ — { worst
T ’ ‘/;est
Despite the fact that 7™, has the property of contraction,

it is hard to be estimated with trajectories. Hence, we intro-
duce another sample form operator

ift—0
ifr— 1"

®)

TrVV(s) = V(s) + 20 |70l + A= D)-], @)
where 0 = r(s,a,8') + YV (s') — V(s). Here V
an estimate of target value. When we choose 14
V and take the expectation, we recover the 7.7(s)
an(.|S),S,Np(.|s’a)ﬁmvv(s). Furthermore, The multi-step
sample form operator is

= is

oo

(5) = (1= N Y ATy (s),

n=1

Orm

A (10)

where V,,(s) = 77"~V (s) and Vp(s)
we estimate the advantage as

V (s). Finally,

AT\ (s,a) = VI (s) = V(). (11)
When 7 = 1/2, we recover the original form of GAE. How-
ever, if 7 # 1/2, we introduce extra bias!. The details of
computing multi-step expectile Bellman operator in practice
are provided in Appendix.

With sample form multi-step expectile Bellman operator
in place, we propose the whole RPPO algorithm, as shown
in Algorithm 1. The implementation of RPPO requires only
a few lines of code modifications based on PPO.

Toy Example

We use a grid world (Delétang et al. 2021) shown in Fig. 1
to illustrate the ability of RPPO to learn diverse risk pref-
erences with different risk levels 7. The grid world consists
of an agent, a flag, water, and strong wind. The agent’s goal
is to reach the flag position within 25 steps while avoiding
stepping into the water. When reaching the flag, the agent
receives a +1 bonus and is done, but each step spent in the
water results in a -1 penalty. In addition, the strong wind
randomly pushes the agent in one direction with 50% proba-
bility. In this world, risk (uncertainty) comes from the strong
wind.

We train 9 RPPO agents with 7 € {0.1,0.2,...,0.9} to
investigate how risk level 7 affects the behaviors of poli-
cies. We illustrate the state-visitation frequencies computed
from the 1,000 rollouts, as shown in Fig. 1. Three modes

!The fixed points of T\ and 7" are the same one. However,
the sample form operator introduces extra bias for value estimation,
which means the fixed points of ’7A'T”A and 7.7, are not the same one.
It is caused by the non-linearity of the operator with respect to the
noise.
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Figure 1: Experiments of the toy example. (a) [llustration of the toy example. The task is to pick up the bonus located at the
flag while avoiding the penalty of stepping into water in a 4 x 4 grid world. A strong wind pushes the agent into a random
direction 50% of the time. (b), (c) and (d) States visitation frequencies for the three policies that have different risk preferences.
The black arrow indicates the deterministic policy when there is no wind.
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Agent i D ) — I )
Exploit
Notation Data Collect {7 1
[—1 Performance @0 @ o | so—

@ RiskLevelt Agentj

U Model

i EAR
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Figure 2: The framework of RPBT. We train a population of agents with different initialization of risk levels. During a training
round, each agent spawns a number of subprocesses to collect data against randomly selected opponents from the policy pool.
We use RPPO to update models under the specific risk level. The policies updated are added to the policy pool. If an agent
in the population is under-performing, it will exploit (copy) the model parameters and the risk level 7 of a better-performing
agent, and it will explore a new risk level by adding a perturbation to the better-performing agent’s risk level for the following

training.

of policies emerge here: risk-averse (7 € {0.2,0.3,0.4}),
taking the longest path away from the water; risk-neutral
(r € {0.5,0.6,0.7}), taking the middle path, and risk-
seeking (7 € {0.8,0.9}), taking the shortest route along the
water. Interestingly, agents with 7 = 0.1 are too conserva-
tive and do not always reach the flag, which is consistent
with risk-averse behavior styles.

RPBT

In this section, we present our population-based self-play
method based on RPPO, which we refer to as RPBT, as il-
lustrated in Fig. 2. Our proposed RPBT stabilizes the learn-
ing process by concurrently training a diverse population
of agents who learn by playing with each other. Moreover,
different agents in the population have varying risk prefer-
ences in order to promote the learned policies to be diverse
and not homogeneous. In contrast to previous work (Parker-
Holder et al. 2020; Lupu et al. 2021; Zhao et al. 2022),
RPBT does not include population-level diversity objectives.
Instead, each agent acts and learns to maximize its individ-
ual rewards under the specific risk preference settings. This
makes RPBT more easier to implement and scale.

In our RPBT, the value of the risk level 7 € (0, 1) controls

12914

the agent’s risk preference. Since it is impossible to cover
all possible risk levels within the population, we dynami-
cally adjust the risk levels during training, particularly for
those with poor performance. We adopt the exploitation and
exploration steps in PBT (Jaderberg et al. 2017) to achieve
this auto-tuning goal. In the exploitation step, a poorly per-
forming agent can directly copy the model parameters and
risk level 7 from a well-performing agent to achieve equal
performance. Then in the exploration step, the newly copied
risk level is randomly perturbed by noise to produce a new
risk level. In our practice, we introduce a simple technique:

* Exploitation. We rank all agents in the population accord-
ing to ELO score, indicating performance. If an agent’s
ELO score falls below a certain threshold, it is considered
an underperforming agent, and its model parameters and
risk level will be replaced by those from a superior agent.

* Exploration. The risk level of the underperforming agent
is further updated by adding a noise term varying be-
tween -0.2 and 0.2.

We find that this technique allows RPBT to explore almost
all possible values of 7 during training. At the later stage
of training, the values of 7 will converge to an interval with
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Figure 3: Illustration of diverse risk preferences in Slimevolley. Risk-seeking agent (left) stands farther from the fence and hit
the ball at a lower angle while risk-averse agent (right) does the opposite.

a2

Figure 4: Illustration of diverse risk preferences in Sumoants. The risk-seeking agent (red) constantly attacks, while the risk-

averse agent (green) assumes a defensive stance.

better performance while maintaining diversity and avoiding
harmful values.

Additionally, we treat all agents of the population and
their historical copies as a policy pool from which oppo-
nents are uniformly sampled for self-play. Actually, this
approach of sampling opponents is commonly referred to
as FSP (Vinyals et al. 2019), which ensures that an agent
must be able to defeat random old versions of any other
agent in the population in order to continue learning adap-
tively (Bansal et al. 2018). Since any approach of sampling
opponents can be adapted to our method, we do not dwell on
more complicated opponent sampling techniques (Vinyals
et al. 2019; Berner et al. 2019). Moreover, we utilize FSP
for all our experiments to ensure fair comparisons.

Fig. 2 illustrated one training round of RPBT. Each train-
ing round consists of uniformly sampling opponents from
the policy pool, collecting game experience, updating mod-
els using RPPO, and performing exploitation and explo-
ration on risk levels. After training is ended, we select the
agent with the highest ELO score from the population to
serve as the evaluation agent.

Experiments

In our experiments, we aim to answer the following ques-
tions: Q1, can RPPO generate policies with diverse risk pref-
erences in competitive games? Q2, how does RPBT perform
compared to other methods in competitive games? Some re-
sults of the ablation experiments on RPBT are presented in
the Appendix. All the experiments are conducted with one
64-core CPU and one GeForce RTX 3090 GPU.

Environment Setup

We consider two competitive multi-agent benchmarks:
Slimevolley (Ha 2020) and Sumoants (Al-Shedivat et al.
2018). Slimevolley is a two-agent volleyball game where
the action space is discrete. The goal of each agent is to
land the ball on the opponent’s field, causing the opponent to
lose lives. Sumoants is a two-agent game based on MuJoCo
where the action space is continuous. Two ants compete in

12915

a square area, aiming to knock the other agent to the ground
or push it out of the ring. More details about the two bench-
marks are given in Appendix.

Diverse Risk Preferences Illustration

We trained RPPO agents via self-play, using various risk lev-
els. As for Slimevolley, we pit the risk-seeking agent with
7 = 0.9 against the risk-averse agent with 7 = 0.1, as shown
in Fig. 3. We observe that the risk-seeking agent prefers to
adjust its position to spike the ball so that the height of the
ball is lower, while the risk-averse agent takes a more con-
servative strategy and just focuses on catching the ball. To
further quantify this phenomenon, we pit the three agents
7 € {0.1,0.5,0.9} versus the T 0.5 agent and com-
pute two metrics average over 200 rollouts: the distance to
the fences (denoted as d) and hitting angle (denoted as [3).
As T increases, 3 shows a monotonically decreasing trend,
and d shows a monotonically increasing trend. Because the
physics engine of the volleyball game is a bit ”dodgy”, the
agent can hit the ball with a low height only when standing
far away from the fence.

As for Sumoants, a typical play between a risk-seeking
agent with 7 = 0.7 and a risk-averse agent with 7 = 0.3 is
illustrated in Fig. 4. We observed that the risk-averse agent
tends to maintain a defensive stance: four legs spread out,
lowering its center of gravity and holding the floor tightly
to keep it as still as possible. In contrast, the risk-seeking
agent frequently attempts to attack. We also provide multiple
videos for further observation on our code website.

(a) Slimevolley (b) Sumoants

RPBT PP SP RPBT PP SP
RPBT - 56% 64%  RPBT - 63% 67%
PP 44% - 56% PP 37% - 53%
Sp 36% 44% - Sp 33% 47% -

Table 1: RPBT performing against basic baselines.
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(a) Slimevolley

(b) Sumoants

RPBT MEP TrajeDi DvD RR PSRO RPBT MEP TrajeDi DvD RR PSRO
RPBT(ours) - 64% 59% 48% 60% S53% RPBT - 58% 63% 54% 56% 53%
MEP 36% - 46% 32% 39% 32% MEP 42% - 54%  53% 51% 50%
TrajeDi 41%  53% - 38% 38% 45% TrajeDi  37% 46% - 44% 48% 37%
DvD 52% 63% 61% - 58% 63% DvD 46% 47%  56% - 52%  43%
RR 37% 52%  63% 42% - 54% RR 44%  49%  S52%  48% - 43%
PSRO 8% 68% 55% 37% 46% - PSRO 47% 50%  63% 57% 57% -
Table 2: RPBT performing against different methods.
RPBT MEP TrajeDi DvD RR
° Y agentl
) ” K 9 ;. ‘ . agent2
° 32 [} o ¥ L ) * PY . ‘ agent3
® (’ % ”e ‘ o/ Y ' 3 e agent4
w s V¥ oam .‘.' -y ‘\‘ ® *‘:.." ‘o ||e ,.}" o agents
.’ 2° "4 mea » , 2% e w1 . et R %4 Py S
[ Cf o, “’ o .:’*:.t'o & ¥ ’r,:n
QN ,‘ .? .. ‘:‘0 .'z‘ ® e :.'... '} &‘ 4 .
i L 4 ® °° ®e ’

Figure 5: Comparing diversity of different methods with a population size of 5.

Results Compared With Other Methods

We trained RPBT with population size 5 and set initial risk
levels to {0.1,0.4,0.5,0.6,0.9} for all the experiments. To
ensure fairness in our comparison, all the baselines were in-
tegrated with PPO and set to the same population size if nec-
essary. See Appendix for more implementation details. The
baseline methods includes:

* Basic baselines: self-play (SP), where agents learn solely
through competing with themselves, and population-
based self-play (PP), where a population of agents are
co-trained through randomly competing against one an-
other.

* Population-based methods: MEP (Zhao et al. 2022),
TrajeDi (Lupu et al. 2021), DvD (Parker-Holder et al.
2020), and RR (Reward Randomization, similar ideas
with (Tang et al. 2021)).

* Game-theoretic method: PSRO (Lanctot et al. 2017).

For each method, we trained 3 runs using different ran-
dom seeds and selected the one with the highest ELO score
for evaluation. Then, we calculated the win rate matrix be-
tween the methods, recording the average win rate corre-
sponding to 200 plays. Tab.1 shows the results among RPBT
and basic methods. We observe that RPBT exhibits supe-
rior performance compared to the baselines. Therefore, it is
crucial to integrate diversity-oriented methods like RPBT in
self-play. Tab.2 shows the results among RPBT, population-
based methods, and game-theoretic methods. We observed
that RPBT outperforms MEP, TrajeDi, and RR. Moreover,
RPBT achieves performance comparable to that of DvD
in Slimevolley but better in Sumoants. Furthermore, RPBT
performs slightly better than PSRO. However, PSRO is more
computationally intensive (While PSRO requires 34 hours
for a single run, other methods only require almost 12
hours).

In order to further compare the diversity in population-
based methods, we let each agent in the population play
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against itself. We then extract the first 100 states from the
game trajectories and use t-SNE (Van der Maaten and Hin-
ton 2008) to reduce the states to 2 dimensions for visualiz-
ing. Fig.5 shows the results. We observed that the trajecto-
ries of agents in the RPBT population are distinct from each
other. In comparison, TrajeDi and RR exhibit a certain level
of diversity, whereas MEP and DvD show no indications of
diversity. Notably, these population-based methods require
the introduction of an additional diversity objective at the
population level. This causes higher complexity to imple-
mentation as well as hyperparameter tuning due to the trade-
off between diversity and performance. Overall, RPBT is a
favorable approach for both learning diverse behaviors and
enhancing performance.

Conclusion

Observing that learning to be diverse is essential for ad-
dressing the overfitting problem in self-play, we propose that
diversity could be introduced in terms of risk preferences
from different agents. Specifically, we propose a novel Risk-
sensitive PPO (RPPO) approach to learn policies that align
with desired risk preferences. Furthermore, we incorporate
RPPO into a population-based self-play framework, which is
easy to implement, thereby introducing the RPBT approach.
In this approach, a population of agents, with diverse and
dynamically adjusted risk preferences, compete with one
another. We showed that our method can generate diverse
modes of policies and achieve comparable or superior per-
formance over existing methods. To the best of our knowl-
edge, this is the first work that uses a risk-oriented approach
to train a diverse population of agents. Future directions in-
clude developing a meta-policy that can adaptively select the
optimal risk level according to the opponent’s strategy and
exploring the applicability of RPPO to safe reinforcement
learning scenarios.
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