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Abstract

Recent advancement in computer vision has significantly
lowered the barriers to artistic creation. Exemplar-based im-
age translation methods have attracted much attention due to
flexibility and controllability. However, these methods hold
assumptions regarding semantics or require semantic infor-
mation as the input, while accurate semantics is not easy to
obtain in artistic images. Besides, these methods suffer from
cross-domain artifacts due to training data prior and gen-
erate imprecise structure due to feature compression in the
spatial domain. In this paper, we propose an arbitrary Style
Image Manipulation Network (SIM-Net), which leverages
semantic-free information as guidance and a region trans-
portation strategy in a self-supervised manner for image gen-
eration. Our method balances computational efficiency and
high resolution to a certain extent. Moreover, our method fa-
cilitates zero-shot style image manipulation. Both qualitative
and quantitative experiments demonstrate the superiority of
our method over state-of-the-art methods. Code is available
at https://github.com/SnailForce/SIM-Net.

Introduction
Art can cultivate sentiment, improve self-cultivation, and in-
herit culture. The use of artificial intelligence in the process
of creating art was significantly accelerated with rapid ad-
vances in machine learning. Artificial Intelligence (AI) has
endowed art with more possibilities in various artistic fields,
such as calligraphy, imagery, design, and others, thereby
bridging the gap between people and art. Particularly, image
manipulation has unique creativity and strong interactivity,
thereby further lowering the barrier to the artistic creation.

Image manipulation essentially falls into the category of
image-to-image translation, which has demonstrated success
across a wide range of applications (Isola et al. 2017; Liu,
Breuel, and Kautz 2017). Different from other conditional
image-to-image translation methods, exemplar-based image
translation enables more flexible user control and better gen-
eration quality, which especially is well-suited for manip-
ulating artistic images. These methods (Zhang et al. 2020;
Zhou et al. 2021; Zhan et al. 2022, 2021; Zhang, Zheng, and
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Figure 1: (a) The framework of state-of-the-art exemplar-
based image translation methods, such as CoCosNet v2
(Zhou et al. 2021), MCL-Net (Zhan et al. 2022), and
MATEBIT (Jiang et al. 2023). (b) These methods require ac-
curate semantic conditional input, while accurate semantic
information of artistic images is difficult to extract. (c) The
spatial compression in the cross-domain alignment phase
leads to imprecise local details. (d) The conditional gener-
ation phase might introduce cross-domain artifacts.

Pan 2022) consist of two main phases: cross-domain align-
ment (align exemplar and conditional input to get aligned
representation) and conditional generation (Figure 1(a)).

However, such methods have following problems when
applied to artistic images. Semantic input. Existing meth-
ods are either based on specific semantic scenarios (e.g., face
(Liu et al. 2015; Fan et al. 2022), human pose (Ma et al.
2017; Men et al. 2020; Zhang, Zhan, and Chang 2021), etc.)
or require semantic labels (Zhang et al. 2020; Zhou et al.
2021; Zhang, Rao, and Agrawala 2023). However, extract-
ing accurate semantic information from artistic images as
input is challenging (Figure 1(b)). Imprecise control. Im-
age manipulation requires fine-grained control, while fea-
ture compression like multi-level feature pyramids (Zhou
et al. 2021; Jiang et al. 2023) leads to imprecise local de-
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tails (Figure 1(c)). Computational efficiency. Directly gen-
erating high-resolution images brings memory overhead at
a square level in terms of image size, making it unfeasible.
Some methods (Zhan et al. 2022; Jiang et al. 2023) utilize
feature pyramids to generate high-resolution images by em-
ploying low-resolution images as guidance. However, these
methods still exhibit significant computational overhead.
Cross-domain artifacts output. Existing methods generate
images based on the correspondence and the aligned repre-
sentation, which is typically implemented by unsupervised
generative models such as GANs or Diffusion models. How-
ever, the correspondence is not always accurate. For inac-
curate regions, these methods generate images according to
prior knowledge learned from training data which will cause
cross-domain artifacts (Figure 1(d)). The style of testing data
and training data in artistic image manipulation can hardly
be guaranteed to be the same or similar, making it challeng-
ing to utilize data priors for generation.

In this paper, we propose an arbitrary Style Image
Manipulation Network (SIM-Net) for exemplar-based artis-
tic image translation, which consists of Mask-based Corre-
spondence Network and Translation Network, similar to the
mainstream methods (Figure 1(a)). The Mask-based Cor-
respondence Network takes low level information as in-
put due to the difficulty of extracting semantic information
from artistic images, and we use semantic-free masks which
have better regional control capability (He et al. 2017). Af-
terwards, we utilize the Mask-based Correspondence Net-
work to establish the correspondence between two masks
guided by the exemplar. These two masks exhibit substan-
tial overlapping regions and few non-overlapping regions.
Therefore, we utilize a few number of keypoints to adap-
tively control different regions for local alignment with low
computational overhead implemented by the Local Region
Alignment Module. Subsequently, to further obtain the full-
resolution correspondence, we dilate these local regions into
the global image space and obtain full-resolution warp fields
implemented by the Dilating Module. While these several
warp fields are full resolution, they focus on respective key-
points regions and provide more precise control. Therefore,
we utilize the Generation Network to merge well-controlled
regions corresponding to several warp fields to generate pre-
cise images. For overlapping regions between masks, we
consider using the original exemplar as background estima-
tion to participate in the merging process. Consequently, we
propose a region transportation strategy to generate images
in a self-supervised manner instead of an unsupervised man-
ner implemented by the Image Transport Module, thereby
avoiding introducing style features from other domains and
cross-domain artifacts. However, this approach introduces
splicing artifacts between local regions. To eliminate splic-
ing artifacts, we construct pseudo ground truth to provide
both geometrically consistent and spatially consistent super-
visory signals implemented by the Texture-Guidance Mod-
ule, and propose a style self-supervised strategy for training.
Our contribution can be summarized as follows:
• We propose a zero-shot arbitrary Style Image Manipu-

lation Network SIM-Net, which does not need to touch
any style training data and effectively eliminates cross-

domain artifacts.
• We propose a Mask-based Correspondence Network,

which ensures a balance between computational effi-
ciency and high resolution, and a region transportation
strategy for generation in a self-supervised manner.

• Experimental results demonstrate that our method out-
performs previous state-of-the-art methods in terms of
Style Loss, SSIM, LPIPS, and PSNR.

Related Work
Exemplar-Based Image Translation
Early pioneering works (Zhu et al. 2017; Park et al. 2019;
Xu, Zhu, and Wang 2020) attempt to achieve global con-
trol over style consistency in generated images by extract-
ing latent codes using style encoder. However, these meth-
ods neglected spatial correlations between an input image
and an exemplar image, thus failing to produce precise local
details. Recently, exemplar-based image translation meth-
ods (Zhang et al. 2020; Zhou et al. 2021; Zhan et al. 2021,
2022; Jiang et al. 2023), which leverage an exemplar im-
age to control the style of translated images, establish dense
correspondence, and warp the exemplar for generation, have
attracted increasing attention. However, as illustrated in Fig-
ure 1, these methods are difficult to obtain accurate semantic
information in artistic images, and suffer from imprecise lo-
cal control, substantial computational overhead, and cross-
domain artifacts. In contrast, we address these problems.

Low Level Information Guided Methods
The effectiveness of low level priors has been demonstrated
in several vision tasks, such as image super-resolution (Li,
Zuo, and Loy 2023), image inpainting (Lugmayr et al.
2022), and image restoration (Dogan, Gu, and Timofte
2019). Existing works (Nazeri et al. 2019; Zhang, Rao, and
Agrawala 2023) use low level information such as canny
edge and sketch for generation. It is worth noting that some
of these methods focus on specific semantic scenarios (face
(Chen et al. 2020), human pose (Li and Pun 2023), dog
(Pan et al. 2023), etc.). Despite their input belonging to low
level information, we do not discuss. In contrast to tasks ad-
dressed by these methods, we utilize low level information
for manipulating artistic images, avoiding cross-domain ar-
tifacts associated with high level smenatic information.

Motion Transfer
The motion transfer task aims to drive human body motion
based on the given video. These methods (Siarohin et al.
2019, 2021) achieve smooth and natural movement of the
human body by capturing the local affine transformations
between video frames and a single image to establish global
correspondence, which essentially estimates dense optical
flow fields between video frames. We refer to the idea of
these methods and regard the problem of artistic image ma-
nipulation as a mask motion problem.

Proposed Method
Given an input image xA ∈ RH×W in domain A and an
exemplar artistic image yB ∈ RH×W×3 in domain B, our
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Figure 2: The overall architecture of SIM-Net. The SAM module is used to extract the semantic-free mask of exemplar, denoted
as yA, which is then edited by users to obtain the conditional mask, denoted as xA. First, the Local Region Alignment Module
is used to generate a few number of keypoints that adaptively govern modified regions. Subsequently, the Dilating Module is
employed to establish multiple full-resolution corresponding warp fields corresponding to keypoints for global control. Notably,
these wrap fields exhibit better control over the region near their corresponding keypoints. Finally, to utilize the characteristics
of warp fields, we propose the region transportation strategy implemented by the Image Transport Module, utilizing multiple
warp fields to construct the generated image, denoted as x̂B . However, x̂B exhibits splicing artifacts marked by spatial incon-
sistency. We further design the Texture-Guidance Module to construct the pseudo ground truth, denoted as xB , serving as a
self-supervised signal to eliminate splicing artifacts to ensure spatial consistency.

goal is to generate a image xB ∈ RH×W×3 which preserves
low level information in xA and style information in yB .
The exemplar yB can have arbitrary styles. Figure 2 illus-
trates an overview of our framework SIM-Net. First, we use
semantic-free masks to avoid introducing inaccurate seman-
tic information. Second, we utilize a few number of key-
points to generate full-resolution warp fields, which ensures
a balance between computational efficiency and high resolu-
tion. Third, we propose a region transportation strategy for
image generation to avoid cross-domain artifacts.

Mask-Based Correspondence Network
Low Level Input. Previous works (Zhan et al. 2022; Jiang
et al. 2023) use an exemplar with a semantic mask to build
correspondence. However, the semantic information of artis-
tic images is inaccurate, so we consider using masks with
strong region control ability without using semantic infor-
mation. Segment anything exactly can provide a semantic-
free mask yA ∈ RH×W . Users can get xA by editing the
input image yA, expressed as a binary mask. We consider
aligning two masks guided by the exemplar and formulate
the problem as: M(xA, yA|yB).
Local Region Alignment Module. Previous methods use
techniques such as feature pyramids (Zhou et al. 2021;

Liang, Zeng, and Zhang 2021) to build correspondence
which are computationally substantial, and lack precise local
control. In artistic image manipulation, two masks primarily
maintain unchanged across most regions, with alteration oc-
curring only in specific modified regions (xA and yA in Fig-
ure 2). Therefore, we propose a strategy that utilizes a few
number of keypoints to adaptively govern the modified re-
gions, thereby achieving local alignment. Notably, keypoints
have lower computational overhead.

The local alignment between these keypoints is achieved
through affine transformation, which is essentially a piece-
wise linear approximation of the contour so that the origi-
nal contour becomes the target contour. As the contours are
gradually aligned, the corresponding regions are adaptively
aligned. In particular, the affine transformation between two
masks is essentially a problem of isomorphic change.

We follow the (Siarohin et al. 2019) which is based on
a set of learned keypoints with local affine transformations
for video sequence tasks to support complex motions, and
trained in an unsupervised manner. In our case, we build
upon the concept of keypoints to achieve local alignment
with lower computational overhead. Multiply yA and yB
with xA as input, we can get keypoints p1, · · · , pK and K
heatmaps H1, · · · , HK , s.t.Hk ∈ [0, 1]H×W , and further
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calculate the affine transformation parameters. Each group
of parameters represents image transformation, representing
the affine transformation from the virtual reference image R
to the input image, specifically formulated as Ak

input←R.
Dilating Module. Although the above module can effec-
tively reduce the computational overhead, we still need
global correspondence for accurate manipulation control.
Different from the previous method (Siarohin et al. 2019,
2021), which only focuses on local regions, we consider di-
lating these local regions into the global image space to ob-
tain full-resolution correspondence, denoted as warp fields
ω. The implementation is similar to (Siarohin et al. 2019)
and under our task can be deduced as follows:

ωk = D(xA, yA, yB , A
k) = Ak

xA←R

[
Ak

y′
A→R

0 0 1

]−1
, (1)

y′ = yA ⊗ yB , (2)

where D presents the Dilating Module and y′ denotes the
combination of yA and yB .

As illustrated in Figure 2, ω is then applied to yA and yB ,
generating the warpped image ωyB

and the warpped mask
ωyA

. In addition, the full-resolution warp field can be used as
a global precise control signal to provide supervisory infor-
mation for subsequent operations. Through the combination
of the above modules, we guarantee the trade-off between
computational overhead and full resolution.

Translation Network
Existing methods are trained on realistic images. When deal-
ing with artistic image manipulation, these methods generate
images based on the training data prior, introducing cross-
domain artifacts. Therefore, we utilize region transportation
for image generation. Specifically, we propose the Image
Transport Module, which can ensure strict control over seg-
mentation and avoid introducing additional content by re-
gion transportation based on the warp fields. However, re-
gion transportation will bring splicing artifacts between re-
gions. Furthermore, we propose the Texture-Guidance Mod-
ule to eliminate artifacts. Details are described below.
Image Transport Module. The previous module yields
K sets of full-resolution warp fields, which are derived
through keypoint-based local transformations. A single warp
field provides more precise control within its own regions,
whereas other warp fields provide more control within their
respective regions. Therefore, we consider merging them to
obtain a more accurate result. We observe that the major-
ity of the two masks remain unchanged and the control ca-
pability of these warp fields for unchanged regions is lim-
ited. We further incorporate the original exemplar image for
background estimation to participate.

Specifically, we propose a strategy to filter out regions
with low confidence in each warp field and merge high con-
fidence regions to achieve global control by weighted fusion
of attention mechanism. Subsequently, we construct a confi-
dence mask used for filtering out regions, denoted as mf :

{mi
f ; yB} = {xA − ωi

yA
, i = 1, · · · ,K; yB}. (3)

To achieve more effective control, we compell yA towards
xA, and strictly ensure the close fit of local contours in a
self-supervised manner. Especially, we use K warped masks
ωyA

, the original unwarped image for background estima-
tion and K filter masks, and output K + 1 fused attention
maps mI

i ∈ RH×W , i = 0, . . . ,K , which are activated
based on softmax to ensure that the sum at each pixel is 1.
The original unwarped image is used to keep the content of
the unmodified region, which is far from the keypoints:

mI
i (p) =

exp(mI
i (p))∑K

i=0 exp(m
I
i (p))

, i = 0, . . . ,K, (4)

where mI
i (p) represents the value of mI

i at the space coor-
dinate position p. Finally, the image with segmented control
is obtained through weighted fusion:

x̂A =
K∑
i=0

mI
i · ωk(yA),

x̂B =
K∑
i=0

mI
i · ωk(yB).

(5)

As xA and yA are paired masks, which provide supervised
guidance, we incorporate the BoundaryIoU Loss (Cheng,
Schwing, and Kirillov 2021) Lbound to minimize the dif-
ference between the warped masks ωyA

and xA, which can
get better confidence masks and facilitate the training of the
Mask-based Correspondence Network:

Lbound = 1−BoundaryIoU(ωi
yA

, xA), i = 1, · · · ,K. (6)

Texture-Guidance Module. The Image Transport Module
brings splicing artifacts between local regions as illustrated
by x̂B in Figure 3. We need ground truth with spatial con-
sistency as supervision, that is, the relative position is deter-
mined without splicing artifacts. Subsequently, a trival way
is to use the exemplar as ground truth. However, the exem-
plar is geometrically inconsistent with x̂B , that is, the geom-
etry layout is different, and we lack a means to quantitatively
evaluate the similarity between them to facilitate training.
Therefore, we further construct a pseudo ground truth that is
both spatially consistent and geometrically consistent. Con-
sidering warp field ω based on affine transformation param-
eters, which exhibits strong geometric consistency and spa-
tial consistency, we propose to obtain pseudo ground truth
by performing a single warp on the original exemplar.

Compared with the fusion of the previous module in the
image space, we choose to fuse in the warp field space to
obtain a single warp field ωS by a similar attention module:

ωS(p) =
K∑
i=1

mT
i (p) · ωi(p), (7)

mT
i (p) =

exp(mT
i (p))∑K

i=0 exp(m
T
i (p))

, i = 1, . . . ,K, (8)
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Figure 3: The intermediate results of a training sample in
the early epoch. It is evident that x̂PB exhibits better geomet-
ric consistency and spatial consistency in the early epoch,
thanks to the geometric consensus achieved through the
warp fields. However, the layout of x̂PB is less consistent
with xA. Additionally, it can be observed that x̂B demon-
strates improved semantic consistency as a result of the fu-
sion of several candidates. However, this process can intro-
duce fusion and splicing artifacts that may disrupt the geo-
metric consistency and spatial consistency. The results pro-
vide visual evidence of the trade-off between geometric con-
sistency, spatial consistency, and semantic consistency in the
intermediate results during the early training epochs.

where mT
i (p) represents the value of mT

i at the space coor-
dinate position p.

The pseudo ground truth x̂PA and x̂PB are obtained by
swaping yA and yB through a single warp field ωS . We fur-
ther propose the style self-supervision strategy, which con-
strains the output x̂B to maintain style consistency with the
pseudo ground truth x̂PB , as measured by the Style Loss
(Gatys, Ecker, and Bethge 2016). We use Contextual Loss
(Mechrez, Talmi, and Zelnik-Manor 2018) to minimize the
style difference. The contextual loss is computed by:

Lcontext =
∑
l

wl[−log(CX(ϕl(x̂B), x̂
P
B))], (9)

where w is used to adjust the weights between different net-
work layers to balance the loss of each layer, CX(x, y) rep-
resents the similarity between feature maps.

Compared to MSE Loss and SSIM Loss, which have
stricter structural constraints, our method, as mentioned be-
fore, ensures structural consistency, and can more effectively
enforce constraints on color and texture. In addition, com-
pared with directly using the exemplar yB as style informa-
tion guidance, such a strategy can further reduce the impact
of image semantic content on style feature extraction, and
pay more attention to the differences brought by style.

To facilitate training and ensure the generation of images
with geometric consistency and spatial consistency, we use
the cycle loss function Lcyc. Specifically, through swapping
xA and yA, we utilize x̂PB as the exemplar and generates
the pseudo original image ŷB . The cycle loss function mini-
mizes the ℓ1 distance between yB and ŷB . It is worth noting
that both the Image Transport Module and Texture-Guidance
Module are trained based on the same Mask-based Corre-
spondence Network, thereby constraining each other.

Additional Loss Functions
We use Equivariance constraint Loss Leq (Siarohin et al.
2019) to ensure the stable training of the Local Region

Alignment Module, use Perceptual Loss Lperc to constrain
the image structure, and use Conditional alignment Loss
LI
mask and LT

mask to ensure consistency of mask structure.
Total Loss. Our framework is end-to-end optimized to
jointly achieve zero shot arbitrary style image manipula-
tion and alternate between optimizing Mask-based Corre-
spondence Network, Image Transport Module, and Texture-
Guidance Module using the aforementioned loss functions.
The overall objective function of proposed framework is:

Ltotal =λ1Leq + λ2Lperc + λ3Lcontext + λ4Lbound

+ λ5(LI
mask + LS

mask) + λ6Lrec + λ7Lcyc,
(10)

where λ is weighting parameter.
Inference. The output of x̂B is taken as the manipula-
tion result. Note that manipulating several regions could be
achieved by sequentially feeding the output to the model.

Experiments
Implementation details. The learning rate for the frame-
work is 2e − 4, and we use the Adam solver with β1 = 0.5
and β2 = 0.999 for the optimization. K is set to be 10. Un-
less otherwise specified, the resolution of generated images
for translation tasks is 256 × 256 for fair comparison. The
experiments are conducted using 4 TITAN Xp GPUs.
Training dataset. Our training data is composed of 1,000
faces images from CelebAMask-HQ (Lee et al. 2020), 227
horses images from Weizmann Horse Database (Borenstein,
Sharon, and Ullman 2004), and 696/573 mountains/build-
ings images from Intel Image Classification. The size is
2,496, which is significantly smaller as compared with other
GAN-based methods (e.g., 20,210 images from ADE20k
(Zhou et al. 2017) used by (Zhang et al. 2020; Zhou et al.
2021; Zhan et al. 2021)).
Testing dataset. We collect 237 artistic images with 10
styles for evaluation, including painting styles of abstract
(22 images, abbr. as AB), cubism (29 CU), India (22 IN),
Chinese (21 CH), expression (21 EX), Japanese (32 JA),
modernism (21 MO), impressionism (24 IM), photorealis-
tic (24 PH), and surrealism (21 SU).
Evaluation Metrics. Since our method is not a GAN-based
approach, and our training data and generated images are
with quite different domains, metrics such as FID (Heusel
et al. 2017) that aims to compute the distance between Gaus-
sian fitted feature distributions of realistic and generated im-
ages, and SWD (Karras et al. 2018) that attempts to measure
the Wasserstein distance between the distribution of realistic
images and generated images are not suitable for evaluation.
We present quantitative evaluation from several directions.
(1) Style Loss (Gatys, Ecker, and Bethge 2016), which has
been used to measure the style similarity (Wu et al. 2021;
Wang et al. 2020), is the mean-squared distance of features
extracted from a pre-trained VGG model (Simonyan and
Zisserman 2014). (2) SSIM (Wang, Simoncelli, and Bovik
2003), PSNR (Huynh-Thu and Ghanbari 2008) and LPIPS
(Zhang et al. 2018) are used to measure the image quality.
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AB, CU, IN (73) CH, EX, JA, MO (95) IM, PH, SU (69) ALL (237)
Style Loss

(ROI)
SSIM
(ROU)

Style Loss
(ROI)

SSIM
(ROU)

Style Loss
(ROI)

SSIM
(ROU)

Style Loss
(ROI)

SSIM
(ROU)

Style Loss
(Whole)

PSNR
(ROU)

LPIPS
(ROU)

INADE 21.24 0.28 10.36 0.34 5.92 0.34 12.29 0.32 32.02 10.605 0.574
PZ20 6.27 0.61 3.77 0.67 2.43 0.67 4.12 0.65 14.04 20.449 0.234
PMD 3.35 0.47 2.34 0.53 1.49 0.56 2.39 0.52 3.46 17.638 0.176
LY21 3.41 0.58 2.36 0.63 1.61 0.63 2.45 0.61 5.29 19.366 0.151
CoCosNet 4.95 0.57 3.53 0.61 1.96 0.60 3.49 0.59 8.10 18.361 0.249
UNITE 3.07 0.76 2.10 0.81 1.40 0.81 2.18 0.79 3.19 22.272 0.096
CoCosNet v2 5.02 0.61 3.48 0.65 2.21 0.64 3.58 0.63 8.26 18.821 0.243
MCL-Net 2.83 0.84 1.85 0.87 1.33 0.86 2.01 0.86 3.05 25.688 0.087
DynaST 4.87 0.59 3.86 0.65 2.03 0.71 3.64 0.65 7.67 19.772 0.194
MATEBIT 4.12 0.64 3.51 0.69 1.84 0.73 3.21 0.69 7.27 20.541 0.173
SIM-Net 2.20 0.95 1.59 0.95 1.07 0.96 1.62 0.95 1.31 29.570 0.031
SIM-Net w DM 2.23 0.97 1.61 0.96 1.02 0.97 1.63 0.97 1.34 30.124 0.028

Table 1: Quantitative comparison in terms of Style Loss, SSIM, PSNR, and LPIPS. DM denotes as diffusion model.

Overall Performance
Comparison with state-of-the-art. We compare qualita-
tive and quantitative performance with state-of-the-art im-
age manipulation methods, including two latent vector edit-
ing approaches INADE (Tan et al. 2021) and swapping au-
toencoder (Park et al. 2020), two semantic correspondence
approaches PMD (Li et al. 2021) and learning to warp (Liu,
Yang, and Hall 2021) (for general neural style transfer),
and exemplar-based image translation methods CoCosNet
(Zhang et al. 2020), UNITE (Zhan et al. 2021), CoCosNet
v2 (Zhou et al. 2021), MCL-Net (Zhan et al. 2022), DynaST
(Liu et al. 2022) and MATEBIT (Jiang et al. 2023). Note that
these methods as well as SIM-Net are trained on realistic im-
ages. Furthermore, we propose an alternative version, SIM-
Net w DM, which combines our method with a pretrained
diffusion model. More details can see (Guo et al. 2024).
Quantitative evaluation. The quantitative comparison re-
sults are shown in Table 1. As can be observed from Table
1, comparison methods (e.g., INADE, UNITE) produce less
competitive results with styles of AB, CU, and IN, while
achieving better results for those of IM, PH, and SU. Be-
cause these works are more likely to glean visual features of
realistic training data and the former/latter styles are less/-
more realistic. Compared with existing methods, our model
achieves competitive performance across all style images.
Qualitative evaluation. Figure 5 illustrates images gener-
ated by different state-of-the-art methods. Previous methods
present local inconsistency and cross-domain artifacts due
to the training data prior and space compression. In contrast,
our results preserve consistent structure with edited mask,
consistent style with exemplar image, and present consistent
appearance with similar regions with the exemplar image.
Inference Speed and Computational Efficiency. To prove
the advantages of our method’s low computation and full
precision, we choose to conduct comparative experiments
with state-of-the-art methods on 20 high-resolution images.
For a fair comparison, we choose to use the results with-
out a diffusion module. As shown in Table 2, our method
achieves a balance of full resolution and low computation,

Input SIM-Net exemplarCoCosNet v2 MCL-Net MATEBIT

Figure 4: Qualitative comparison of our method and state-
of-the-art methods in terms of high-resolution.

color texture fake detection time memory
CoCosNet 0.752 0.536 0.42 0.716 162.9
CoCosNet v2 0.795 0.616 0.38 3.248 59.3
MCL-Net 0.884 0.758 0.25 0.574 215
MATEBIT 0.847 0.771 0.31 0.301 114.7
SIM-Net 0.925 0.814 0.17 0.126 89.6

Table 2: Quantitative evaluation in terms of style relevance
(color and texture), fake detection, time, and memory.

and maintains fast inference speed. As illustrated in Figure
4, our method achieves precise manipulation and guarantees
high resolution. Besides, when there is a significant differ-
ence between the edited mask and the input, our method can
address it through multi-step operations with fast response.

Effectiveness of Eliminating Cross-Domain Artifacts.
The previous style loss demonstrated the overall differ-
ence between images, and we further demonstrate that our
method does not introduce cross-domain artifacts. Specifi-
cally, the style relevance is proved through the three dimen-
sions of color, texture and fake detection. We compare the
cosine similarities between low level features to measure
color and texture relevance and use mvssnet++ (Chen et al.
2021; Dong et al. 2022) for fake detection with a threshold
of 0.04. Table 2 shows that our method has clear advantages
over existing methods. Figure 6 illustrates that our method
has relatively fewer artifacts of manipulation.
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Input INADE CoCosNet UNITE SIM-Net exemplarCoCosNet v2 MCL-Net MATEBIT SIM-Net w DM

Figure 5: Visual qualitative comparison with state-of-the-art methods. It can be seen that our method has no cross-domain
artifacts and fine details without blurring.

CoCosNet v2

MATEBIT SIM-NetMCL-Net

UNITECoCosNet

Figure 6: Qualitative and quantitative comparison for manip-
ulation artifacts (row 1 in Figure 5). The horizontal axis rep-
resents pixel values (0-255), and the vertical axis represents
the pixel count. The red box has slight tampering marks.

Ablation Study
Table 3 shows our method (full model) demonstrates best
performance. Specifically, (1) remove Lbound to validate
structural consistency (see SSIM); (2) remove Lcontext to
validate style minimization (see Style Loss); (3) remove
Lcyc to validate the importance for the mask-based corre-
spondence network; (4) replace semantic-free mask with se-
mantic mask to explore the impact of semantic information;
(5) remove style self-supervision strategy to validate the ne-
cessity on generative quality, which tends to produce results
with blurry artifacts; (6) replace our generation network with
GANs to validate its effectiveness.
Unnecessity of GAN Loss. To prove the Unnecessity of
GAN Loss, we have tried using adversarial loss by adding
an additional discriminator (the same network architecture
in (Zhan et al. 2022)). As can be observed from Figure 7,
although the cross-domain artifacts are suppressed by our
method, the results are insensitive to local manipulation.

Style Loss SSIM PSNR LPIPS
w/o Lbound 1.78 0.79 28.114 0.057
w/o Lcontext 2.24 0.92 25.126 0.174
w/o Lcyc 1.92 0.72 26.358 0.122
w semantic mask 1.09 0.96 29.963 0.033
w/o Style Self-Supervision 10.16 0.76 22.440 0.184
w generation model 8.19 0.62 20.374 0.151
Full model: SIM-Net 1.34 0.97 30.124 0.028

Table 3: Ablation study of SIM-Net.

Input w GAN Loss SIM-Net exemplar input w GAN Loss SIM-Net exemplar

Figure 7: Introduce GAN loss which makes the representa-
tion effect insensitive to locality. Note that conditional se-
mantic masks are enhanced to highlight their differences for
better visualization.

Conclusion
This paper presents SIM-Net, a novel zero-shot image ma-
nipulation framework. The proposed scheme is capable of
handling diverse styles of artistic images without relying on
large-scale image training. Through quantitative and qual-
ity experiments with state-of-the-art methods, our approach
demonstrates effective image processing capabilities.
Limitations. Our method is less creative, and is suitable for
precisely controlled scenarios. Our method affects artistic
aesthetics, such as brush strokes, which is an advanced issue
in the application of AI to art, requiring prior knowledge
from domain experts (He et al. 2018).
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