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Abstract

Channel attention mechanisms endeavor to recalibrate chan-
nel weights to enhance representation abilities of networks.
However, mainstream methods often rely solely on global
average pooling as the feature squeezer, which significantly
limits the overall potential of models. In this paper, we inves-
tigate the statistical moments of feature maps within a neural
network. Our findings highlight the critical role of high-order
moments in enhancing model capacity. Consequently, we in-
troduce a flexible and comprehensive mechanism termed Ex-
tensive Moment Aggregation (EMA) to capture the global
spatial context. Building upon this mechanism, we propose
the Moment Channel Attention (MCA) framework, which
efficiently incorporates multiple levels of moment-based in-
formation while minimizing additional computation costs
through our Cross Moment Convolution (CMC) module. The
CMC module via channel-wise convolution layer to capture
multiple order moment information as well as cross channel
features. The MCA block is designed to be lightweight and
easily integrated into a variety of neural network architec-
tures. Experimental results on classical image classification,
object detection, and instance segmentation tasks demon-
strate that our proposed method achieves state-of-the-art re-
sults, outperforming existing channel attention methods.

Introduction

Channel attention mechanisms have aroused wide concern
in the field of computer vision due to their remarkable
performance on various tasks, including image classifica-
tion(Hu, Shen, and Sun 2018; Woo et al. 2018), object de-
tection(Dai et al. 2017; Carion et al. 2020), instance seg-
mentation(Yuan et al. 2018; Fu et al. 2019), face recogni-
tion(Yang et al. 2017; Wang et al. 2020b), image generation
(Gregor et al. 2015; Zhang et al. 2019; Liu et al. 2022) and
multi-modal learning (Su et al. 2019; Xu et al. 2018), etc.
The objective of channel attention method is to learn the ag-
gregation of global spatial information and adaptively recali-
brate the weight of each channel. As an effective method, the
channel attention approach has become an essential module
in various neural networks and has been widely employed to
enhance the representational power of network.
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Figure 1: The activation of feature map exhibits a distinct
probability distribution, as illustrated in (a) and (b). While
the first-order moment is inadequate to represent a stan-
dard Gaussian distribution in (c), and combining the first and
second-order moment falls short in capturing non-Gaussian
distributions (as depicted in (d)). Extensive moment aggre-
gation mechanism offers a viable solution to this challenge.

In recent years, several effective channel attention meth-
ods have been presented. Hu et al. (Hu, Shen, and Sun 2018)
introduced the Squeeze-and-Excitation Networks (SENet)
with squeeze and excitation modules. The squeeze mod-
ule maps global spatial information with global average
pooling (GAP), while the excitation module recalibrates the
weights of each channel based on their channel-wise re-
lationships. Since then, other channel attention algorithms
(Lee, Kim, and Nam 2019; Wang et al. 2020a; Ruan et al.
2021) have achieved significant improvements to both the
squeeze and excitation modules. From a statistical perspec-
tive, the squeeze module of SENet (Hu, Shen, and Sun
2018), ECANet (Wang et al. 2020a), and GCT (Ruan et al.
2021) utilize first-order statistics (GAP) to extract global in-
formation from the feature map without considering high-
order statistics. Despite SRM (Lee, Kim, and Nam 2019)
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Blocks ' Squeeze Method Excitatior} Method _ Params AP
Pooling Method|  Order Method [Moments Fusion | Channel Interaction

SE (CVPR,2018) GAP 1ST FC X X 255 N,-C? 354
SRM (ICCV,;2019) | GAP & STD |1ST & 2ND| CFC v X S Ny -Cs%6 36.9
ECA (CVPR,2020) GAP IST | ConviD X v % L Ny - [(1og2C +1)/204a|36.2
GCT (CVPR,2021) GAP IST  |Gaussian X v Yo N 37.9
MCA-E (Ours) GAP & VAR |IST & 2ND| CMC v v S Ny -Cs%2 38.0
MCA-S (Ours) GAP & SKEW |1ST & 3RD| CMC v v S Ny -Co %2 38.3

Table 1: Comparison with other SOTA channel attention blocks on COCO val2017 set. Our proposed block is distinguished by
two key features: (i) a flexible and comprehensive moment aggregation approach for pooling; (ii) an novel excitation method
that serves two efficiencies: moment fusion and local channel interaction. Here, FC, CFC, and CMC refer to fully connected,
channel-wise fully connected, and cross moment conv1D layer, respectively. While Gaussian denotes Gaussian function. C
denotes the number of channels. r denotes the reduction ratio of SE. |-| odd indicates the nearest odd number of -.

involving the utilization of both first-order statistics (GAP
or Mean) and second-order statistics (Standard Deviation,
STD) for spatial representation, it merely concatenates them
with a basic multiply and addition operation. However, the
local channel interaction is absent in the methodology of
SRM.

To dig deeper into the shortcomings of the squeeze mod-
ule, we investigate the moment statistics within the prob-
ability distribution. The activation of feature map within a
neural network can be regarded as samples from a probabil-
ity distribution, as depicted in Fig. 1(a) and (b). Moments
provide a method to represent this probability distribution
by employing the moment generating function (Casella and
Berger 2002). These moments are derived from the Taylor
series expansion of the expectation of a random variable
(Athreya and Lahiri 2006; Garthwaite, Jolliffe, and Jones
2002). Specifically, for a Gaussian distribution, the first-
order moment corresponds to the Mean (u), and the second-
order moment corresponds to the Variance (VAR, 0?), and
the higher order moments is zero or constant (Patel and Read
1996; Bai and Ng 2005). From a statistical perspective, as
shown in the moment generate function, other order mo-
ment, except for the first-order moment, second and third-
order moment pay a crucial role in represent a probability
distribution. For example, in Fig. 1(c), the probability dis-
tribution Dy and D> both have the same mean of -1, but
the former has a lower STD of 1 compared to the latter’s
2. A smaller STD indicates a more concentrated distance
from the Mean, while the Mean reflects the degree of con-
centration of the data. Similarly, in Fig. 1(d), the D, being
a Gaussian distribution, has a lower SKEW (third-order mo-
ment) of 0 compared to the D3’s 2, and the SKEW indicates
the asymmetry of the distribution. Therefore, a flexible mul-
tiple moment aggregation method is crucial for effectively
representing the feature map of networks.

In this paper, we propose a Moment Channel Attention
(MCA) method inspired by moment representation in the
probability distribution. The MCA method employs Exten-
sive Moment Aggregation (EMA) mechanism as the pool-
ing method for a refined aggregation of extensive moment
information. Furthermore, we introduce the Cross Moment
Convolution (CMC) method via channel-wise convolution
layer to capture the interaction between moments of differ-
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ent orders in the feature map, as well as local cross channels
feature. Based on EMA mechanism with base term and other
terms, we present two MCA methods: MCA-E and MCA-S.
As shown in Table 1, MCA-E and MCA-S slightly increase
the model size. Despite this slight increase in computational
cost, the accuracy of the model is effectively improved.
MCA-E and MCA-S achieve excellent performance com-
pared to other SOTA methods. Moreover, MCA method is
easily integrated into network architectures, such as ResNets
(Heetal. 2016; Xie et al. 2017), and lighter architectures like
ShuffleNet (Ma et al. 2018), Inception (Ioffe and Szegedy
2015). Furthermore, MCA can be trained end-to-end, mak-
ing it convenient and flexible for practical applications. In
general, the main contributions of this work are summarized
as three-fold:

* In this paper, We regard the activation of feature map as
samples following a probability distribution and analyz-
ing the validity of each order moment. Consequently, we
introduce the EMA mechanism, revealing the effective-
ness of utilizing a constrained set of moments to accu-
rately represent the global spatial features. Building upon
this aggregation strategy, we propose the MCA method,
which captures feature from multiple moments. Notably,
the ECA method can be viewed as a specific instance of
our proposed method.

¢ Furthermore, we introduce the CMC method to moment
fusion. The CMC method employs a concise and pow-
erful channel-wise convolution layer that merges infor-
mation from multiple order moments within the fea-
ture map, while concurrently incorporating local cross-
channel interactions.

* Compared with existing channel attention methods, our
proposed method achieves excellent state-of-the-art re-
sults on the COCO benchmarks for object detection and
instance segment, as well as the ImageNet classification
benchmark. In addition, our method is a lightweight and
convenient, with computational and model complexity
comparable to ECA method.

Related Work

Attention Mechanisms Attention mechanism is an effec-
tive way to enhance the representational power of neural
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networks, which can be typically categorized into channel
attention (Hu, Shen, and Sun 2018; Gao et al. 2019; Lee,
Kim, and Nam 2019; Wang et al. 2020a; Yang et al. 2020;
Qin et al. 2021; Ruan et al. 2021), spatial attention (Wang
et al. 2018; Chen et al. 2018; Cao et al. 2019; Li et al. 2019),
and channel & spatial attention (Park et al. 2018; Woo et al.
2018; Roy, Navab, and Wachinger 2018). We briefly review
channel attention methods firstly, which aims to recalibrate
the weights of channels to facilitate the representation abil-
ity. SENet (Hu, Shen, and Sun 2018) recalibrates feature
maps by capturing channel-wise dependencies, which has
become a paradigm of channel attention. ECANet (Wang
et al. 2020a) uses 1D convolution to capturing local cross-
channel interaction while alleviating the negative impact of
channel dimension reduction, and SRM (Lee, Kim, and Nam
2019) combines an attention mechanism with style pool-
ing to extract style information from each channel and then
recalibrates the weights of each channel through channel-
independent style integration. The GCT (Ruan et al. 2021)
employs a Gaussian function to directly map global contexts
to attention activation, which significantly improves the gen-
eralization of the model.

On the other hand, spatial attention can be interpreted
as an adaptive spatial region selection mechanism. For ex-
ample, NLNet (Wang et al. 2018) utilizes non-local spatial
structure, which can be viewed as a form of self-attention
mechanism(Vaswani et al. 2017), to capture long-range de-
pendencies. A2-Net (Chen et al. 2018) leverages the same
structure as NLNet capture long-range relation, but with dif-
ferent details in dimension and computation process. Mean-
while, GeNet (Cao et al. 2019) simplifies the non-local
block and incorporates an excitation block from SENet (Hu,
Shen, and Sun 2018) to enhance channel interaction. Lastly,
SKNet (Li et al. 2019) utilizes selective kernel unit to cap-
ture multiple scale feature information for channel represen-
tation.

Additionally, there are methods that combine both pre-
vious two ways. For instance, BAM (Park et al. 2018) and
CBAM (Woo et al. 2018) integrate both channel and spatial
attention mechanisms and the previous method use an addi-
tive operator to fuse the two blocks, while the latter uses a
cascaded operator for integration.

Moment Statistics for Deep Learning Moment statistics
is a potent tool for computer vision, including image
moment (Flusser 2000; Flusser and Suk 2006), statistical
moment (Gonzalez and Woods 2008a), color moment
(Smeulders et al. 2000; Yu et al. 2002), and moment texture
approaches (Gonzalez and Woods 2008b), etc. In the image
moment and color moment method, multiple moments are
used to represent the image and color channels. Notably,
the integration of moment estimation into deep learning
has gained traction in recent years. Moment estimation
method is applied for optimization algorithm (Kingma and
Ba 2015; Tong, Liang, and Bi 2022; Zou et al. 2019) and
self-supervised learning (Li, Liu, and Sun 2021). Moreover,
Zellinger et al. introduce a novel regularization technique,
Central Moment Discrepancy (CMD), to facilitate domain
adaptation from source to target domains (Zellinger et al.

2017).

The Proposed Approach

In this section, we begin by introducing a novel moment ag-
gregation mechanism based on probability distribution. Sub-
sequently, we present our moment channel attention method.

Extensive Moment Aggregation Mechanism

We define the moment representation as an empirical esti-
mate of the moment representation. Only the moments that
correspond to the marginal distributions are computed.

Definition 1 (Extensive Moment Aggregation) Let X be
bounded random samples with probability distribution p.
The extensive moment aggregation EMA is defined as an
empirical estimate of the moment representation, by

K
EMAK (p) = ar [|E(X)|ly + ) an [ M(X) 5, (D
k=2
where E(X) is the empirical expectation on the sample X
and My (X)=E((X — E(X))*) encompasses all k-th order
central moments of X. And K serves as a parameter that
restricts the quantity of moments computed, oy, € (0,1) act
as weighted parameters.

The bound on the order of moment terms is limited
by the parameter K. Proposition 1 demonstrates that the
marginal distribution moment terms have an upper bound
that strictly decrease with increasing moment order. The the-
oretical analysis in later section shows that the marginal util-
ity of higher-order terms fade as the order increases. Specifi-
cally, within this framework, we can always find a best trade-
off between distribution approximation and computational
efficiency.

Proposition 1 (Upper Bound) Let X be bounded random
vector with probability distribution p on compact interval
[a, b]. Then, for all positive integers k,

1 k 1
ay ||Mk(X)|2S\/ﬁ<k+1(k+1)k+21+k)' )

where My(X) = E((z — E(X))*) is the vector of all k-th

order moments of the marginal distributions of p. And oy, €
(0,1) act as weighted parameters.

Proof 1 Let X ([a, b]) denote the set of all random variables
with values in the interval [a, b]. Then, it follows that

(=]

<VN sp E ‘)HE(X)
XeX([a,b) b—a

o [ Me(X), <

k)
3)
Here, the latter term refers to the absolute moment of or-

der k, for which the smallest upper bound is known (Egoz-
cute et al. (Egozcue et al. 2012)):

ak |My(X)|l, < VN sup
Xex([o,1])

(1 — )k + (1 —x).
“)
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Figure 2: Diagram of the moment channel attention (MCA) networks. We design a extensive moment aggregation (EMA)
mechanism to capture global spatial feature, while the cross moment convolution (CMC) method facilitates cross-channel
interactions between lower-order and other-order moments as well as different channels. The parameter « denotes as a learnable
factor for each moment and o denotes Sigmoid function. K indicates the order of moments, for MCA-E and MCA-S, K is set

to 2.

Then, we can get a more explicit upper bound:
1 k

1
k+1<k+1 21+k>' )

The proof of theorem and proposition can also refer to
Zellinger et al. (Zellinger et al. 2017, 2019) for detail.

The equation presented in Eq. (1) offers a comprehen-
sive formalization of moment information aggregation, and
Eq. (2) demonstrates that a constrained set of moments can
effectively represent the distribution. By controlling the pa-
rameter K, we can readily balance between distribution ap-
proximation accuracy and computational efficiency.

We apply the extensive moment aggregation for the global
feature extraction of channel attention mechanism and pro-
pose a novel attention method.

)+

o IOl < VA

Moment Channel Attention Block

In this section, we present the architecture of MCA in detail.
The MCA method comprises three modules: (a) moment ag-
gregation; (b) moment fusion; (c) channel recalibration. The
overall framework of MCA is illustrated in Fig. 2.

Moment Aggregation From extensive moment aggrega-
tion EMA, it is evident that moments consist of first-order
moment M7, other-order moments along with their combi-
nation. So for My, M; = E(X); and for other moments,
My(X) = E((X — E(X)))(k > 2).

As showed in EMA g, The moment aggregation module
can obtain single moment: the first-order moment M7 or the
second-order moment M5 or the third-order moment M3 for
each channel. so the M, .., is represented as follows:

Mmono = [M1|M2|M3} . (6)

Mrono 18 a refined representation for this channel and
Myono € R¥>IXC Mo will out to the next layer as
the basis for weight recalibration.

In the same way, the Mg, module combines two of
My, M and M3 as the aggregation of global feature and
Mauar € RY2%C The My, is represented as follows:

Mauar = [M1 N Mo]|[My A M3]|[Ma A Ms) .

N
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In addition, the My,;pe obtains My, M, and M3 for each
channel as the representation of the channel and My, €
R1*3xC The specific calculation of Miripie is as follows:

®)

To summarize, the steps of M ,on0, Mauai, and Mypipie
represent the detail implementation of extensive moment ag-
gregation. Both Mgy and My,.ipe result in an increase in
dimension, which is a matter we address in the subsequent
section.

Miripie = [My A Mo A M3] .

Moment Fusion Next, we delve into moment fusion ap-
proach aimed at resolving the dimension issue associated
with extensive moment aggregation EMA i and this method
effectively captures both the low-order and other-order mo-
ment information across the channel.

Note that the dimension of M;,on0, Mayar, and My,ipie
are different. How to fuse the moment vector is a challenge.
In the SENet method and the ECANet method, the dimen-
sion of the vector is also 1 x 1 x C, and they are processed
by a fully connected (Hu, Shen, and Sun 2018) layer and
a ConvlD (Wang et al. 2020a) layer, respectively. In the
SRM method, the dimension of input is 1 x 2 x C, they
use the channel-wise fully connected (CFC) (Lee, Kim, and
Nam 2019) layer for fusion. During this study, we employ
cross moment convolution (CMC) method, which utilizes
channel-wise 1D convolution layer for fusion multiple mo-
ments. The input vectors correspond to the output of either
Mmono> Mayals O Myriple., and the output F' € RM>1xC,
the moment fusion is formulated as:

F =CMC(M). 9)

The CMC method fuses information cross the channel
through the convolutional kernel, and can fuse different or-
ders moment information in the channel.

Channel Recalibration Finally, through the above mo-
ment fusion method, we obtain the extensive moment fea-
ture aggregation. The entire algorithm can be represented in
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a unified form. The entire MCA block of is expressed as fol-
lows:

Y =X o(F). (10)

Among them, X € RE*H*W be an activation feature in a
convolutional network, where C', H, and W denote the num-
ber of channels, the spatial height and width, respectively.
And M can be M,;,0n0, Mguar Of Myyiple. The dimension of
CMC is adjusted according to the dimension of Moment.

Theoretical analysis of extensive moment aggregation in-
dicates that the performance improves as the moment order
increase. This observation is further validated by the results
of ablation studies. Specifically, Ms and M3 demonstrates
better than M;, and My,, outperforms M, on,. While
Myyipre exhibits superiority over Mgy q;. It is noteworthy
that My,ip1e slightly outperforms performance to [M7 A Ms].
It can be seen that the extensive moment aggregation is an
effective way of extracting representative information.

In this paper, we conduct the method using an exten-
sive moment aggregation manner, fundamental term and
additional terms. Additionally, computational complexity
and performance are also considerations. Taking these fac-
tors into account, we have chosen two methods, namely
Moment-E and Moment-S, for further investigation. In the
Moment-E method, we adopt M = [M; A Ms], while in
the Moment-S method, we utilize M = [M; A M3]. Subse-
quent experiments and analyses are conducted based on the
aforementioned two algorithms.

Parameter and Computational Complexity

This section analyzes the parameter and computational com-
plexity of the MCA algorithm. The number of parameters
for MCA(MCA-E, MCA-S) is Zsszl N, - Cy % 2, where S
denotes the numbers of stages, N is the number of repeated
blocks in s-th stage, and Cj is the dimension of the out-
put channels for s-th stage. While the extra parameters of

SENet is % Zle N, - C2, where t is its reduction ratio. For
instance, given ResNet-50 as a baseline for image classifi-
cation, MCA-E and MCA-S require only 6.06K additional
parameters whereas SENet requires 2.53M. MCA also in-
troduces negligible extra computations to the original archi-
tecture. A single forward pass of a 224 x 224 pixel image
for MCA-S requires additional 0.011 GFLOPs to ResNet-50
which requires 4.122 GFLOPs. By adding only 0.27% rela-
tive computational burden, MCA-E increases the Top-1 ac-
curacy from 74.97% to 76.61%, which indicates that MCA
offers a good trade-off between accuracy and efficiency.

Experiments

In this section, we evaluate the performance of the MCA
method on the COCO and ImageNet datasets, along with
other channel attention methods, such as SENet (Hu, Shen,
and Sun 2018), SRM (Lee, Kim, and Nam 2019), ECANet
(Wang et al. 2020a), and GCT method (Yang et al. 2020).
To ensure a fair comparison, we use the same network ar-
chitecture, data augmentation strategy, and optimization pa-
rameters for all methods without any additional bells and
whistles.
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Implementation Details

We evaluate the effectiveness of our approach in object de-
tection and instance segmentation tasks using the COCO
(Lin et al. 2014) dataset. The training of all models is per-
formed on 8 GPUs, with each mini-batch consisting of eight
images. As part of the preprocessing procedure, the shorter
edge of the input image is resized to 800 while the longer
edge is constrained to a maximum size of 1333 and Random-
Flip is used for data augmentation. In terms of optimization,
stochastic gradient descent (SGD) was chosen as the opti-
mizer, with a weight decay of le-4, and a momentum of 0.9.
All models are trained for a total of 12 epochs. The learning
rate is set to 0.02 initially and drops to 0.002 and 0.0002 at
the 8th and 11th epochs, respectively. For the object detec-
tion and instance segmentation tasks, we utilize the mean av-
erage precision (AP), APy 5, APy 75, APs, APy, and APy,
as the evaluation metrics. Additionally, we also test the stor-
age capacity by Params, as well as the computing efficiency
in GFLOPs.

Next, we further evaluate the MCA method for image
classification tasks on the ImageNet dataset (Russakovsky
et al. 2015). All models are trained with a mini-batch size
of 256 using 8 GPUs (32 images per GPU). The size of the
image is 224 x224, and we use RandomFlip in the horizon-
tal direction for data augmentation. In terms of optimization,
SGD was selected as the optimizer, with a weight decay of
le-4, and a momentum of 0.9. The learning rate is initial
to 0.1. The model is trained for 100 epochs and the learn-
ing rate is decreased by a factor of 0.1 at epochs 30, 60,
90. We insert the attention module after the third convolu-
tional layer of each residual module. For the image classi-
fication experiment, we use Top-1 and Top-5 accuracy as
the test metrics. Additionally, we evaluate the storage ca-
pacity with Params and computing efficiency in terms of
GFLOPs. Our research is conducted using PyTorch 1.8.2
and MindSpore 1.7.0 (Huawei Technologies Co. 2022). The
source code for this project can be accessed on GitHub at
https://github.com/CSDLLab/MCA.

Ablation Study

First, we perform ablation analysis to investigate the effects
of the moments selection and coverage of moment cross-
channel interaction. The Faster RCNN (Ren et al. 2015) is
utilized as the base detector for experimenting on the COCO
dataset. The ResNet-50 is employed as the backbone model.

The Selection of Moments The aim of our proposed
method is to conduct aggregation of extensive moment fea-
ture, so we conduct ablation experiments to explore the im-
pact of moments on the performance, specifically on their
selection. Moments include first-order moment M, second-
order moment M5, third-order moment M3, and fusion ver-
sions include M; + My, My + Ms, My + M3, and My +
My + Ms. Table 2 shows that My,ipre (M1 4+ Mo + Ms) has
the best performance in the object detection tasks, followed
by the MCA-S (M + M5) method. Several key observations
can be derived from Table 2. Firstly, higher-order moments
exhibit superior performance compared to lower-order mo-
ments. Notably, M3 outperforms both Ms and M;. Sec-
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Methods

Ml M2 MS AP AP(),s APO,75 APS AP]W APL
349 566 371 20 385 456

v 362 584 386 21.1 39.1 459
v 37.6 594 406 219 410 483

vV [381 600 414 231 421 488

Va4 38.0 600 407 224 421 482
v vV 383 605 414 226 424 494
V|V 382 602 415 228 421 495
VIV |V 384 607 416 232 422 493

Table 2: Ablation study of different moments on COCO
val2017 set with object detection task and the baseline
model is Resnet-50.

ondly, the combination of multiple moments yields superior
results compared to using individual moment. For instance,
the combination of M;+M> performs better than employ-
ing either M, or M, alone. Additionally, the combination of
M;+M3 surpasses the performance achieved by using M,
or M3z individually. Thirdly, M;,;,. demonstrates a clear
advantage over M g,; and M, n, in terms of performance.
Fourthly, complex combinations of moments Mj, ;. show
limited improvement. Although extensive moment aggrega-
tion has an upper bound k. Considering the computational
complexity, we do not investigate further to the fourth mo-
ment Kurtosis (Bai and Ng 2005).

Coverage of Moment Cross-Channel Interaction The
another aim of our MCA method is capturing moment cross-
channel interaction appropriately, so the coverage of inter-
action (i.e., kernel size k£ of CMC method) needs to be de-
termined. In our experiments, we set the kernel size k for
MCA-E and MCA-S to range from 3 to 11 for simplicity.
The results are depicted in Fig. 3, from which we have three
observations. (i) MCA block with different k& outperforms
ECANet block, demonstrating the effectiveness of utilizing
moments in channel attention. (ii) The performance of the
MCA-E method has a zigzagging upward trend with slight
fluctuations; the performance of the MCA-S method has a
zigzagging downward trend with slight fluctuations. (iii) For
MCA-E and MCA-S, the setting with 11 and 3 achieves the
best performance, respectively. In this way, we use these set-
tings in our block and other experiments.

Object Detection on COCO Dataset

We also conduct object detection experiments on the COCO
dataset and compared the performance of our method with
SENet, SRM, ECANet, and GCT methods. The experimen-
tal results are shown in Table 3. For object detection, we use
three types of detectors, namely Faster RCNN (Ren et al.
2015), Mask RCNN (He et al. 2017), and RetinaNet (Lin
et al. 2017). The ResNet-50 and ResNet-101 models are
used as the backbone models.

Overall, the performance of MCA-E and MCA-S is supe-
rior to that of other attention blocks on the object detection
task. In the Faster RCNN experiment, with ResNet50 as the
backbone model, compared with the baseline, SENet, SRM,
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Figure 3: Results of MCA-E and MCA-S with various kernel
size k for 3 to 11 using ResNet-50 as backbone model. Here
we choose the ECA method as the baseline.

ECANet, and GCT methods, the MCA method exhibits AP
improvements of 3.2%, 2.9%, 1.4%, 2.1%, and 0.4%, cor-
respondingly; Subsequently, using employing ResNet-101
as the backbone model, the MCA method achieves supe-
rior AP compared to the baseline, SENet, SRM, ECANet,
and GCT method, with improvement of 1.3%, 1.2%, 1.0%,
0.4%, and 0.2%, respectively. In the Mask RCNN experi-
ment, utilizing ResNet-50 as the backbone model, compared
with the baseline, SENet, SRM, ECANet, and GCT blocks,
the MCA method improves the AP by 1.5%, 1.2%, 1.0%,
0.9%, and 0.5%, respectively; Similarly, with ResNet-101
as the backbone, the AP of MCA methods outperforms the
baseline, SENet, SRM, ECANet, and GCT by 1.3%, 0.9%,
1.4%, 0.8%, and 0.2%, respectively. In the RetinaNet ex-
periment, using ResNet-50 is the backbone model, com-
pared with the baseline, SENet, SRM, ECANet, and GCT
methods, the MCA method yields the AP by 1.1%, 1.4%,
0.3%, 1.0%, and 0.3%, respectively; with ResNet-101 as the
backbone, the MCA method surpasses the performance of
the baseline, SENet, SRM, ECANet, and GCT methods by
1.2%, 1.4%, 2.0%, 0.8%, and 0.5%, respectively.

Instance Segmentation on COCO Dataset

Next, we conduct instance segmentation experiments utiliz-
ing the COCO dataset, comparing proposed MCA method
with other blocks including SENet, SRM, ECANet, and
GCT method. we utilize Mask RCNN as the detector and
select ResNet-50 and ResNet-101 models as the backbone
models. Our proposed method outperforms the other chan-
nel attention method in terms of instance segmentation as the
results shown in Table 5. (i) With the ResNet-50 as the back-
bone model, the MCA method enhances the performance
of the baseline, SENet, SRM, ECA, and GCT methods by
1.4%, 1.2%, 1.2%, 0.9%, and 0.6%, respectively. (ii) Using
ResNet-101 as the backbone model, the MCA method out-
performs the baseline, SENet, SRM, ECA, and GCT meth-
ods by 1.1%, 0.8%, 1.0%, 0.6%, and 0.1%, respectively.
These outcomes show the generalization and effectiveness
of our MCA method.
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Detector Methods Params GFLOPs | AP AP,s APy7s APs AP, AP;
ResNet-50 41.53M  207.07 | 349 56.6 37.1 20 38.5 45.6
+SE (CVPR,2018) | +2.49M 207.18 | 354 574 377 208 39.1 459
+SRM (ICCV,2019) | +0.06M 207.07 |36.9 57.5 39.8 21.1 404 47.0
+ECA (CVPR,2020) | +0.05k  207.18 |36.2 584 38.6  21.1 41.8 49.0
+GCT (CVPR,2021) | +0.01k 207.18 [ 379 59.6 41.1 223 407 479
+MCA-E (Ours) +0.03M  207.07 |38.0 60.0 407 224 421 49.6

Faster RCNN +MCA-S (Ours) +0.03M  207.07 | 38.3 60.5 41.4 226 424 494
ResNet-101 60.52M  283.14 [39.0 60.2 421 222 43.0 51.0
+SE (CVPR,2018) | +4.72M  283.33 |39.1 60.5 423 22.1 43.1 513
+SRM (ICCV,2019) | +0.13M  283.14 |39.0 59.6 423 220 429 50.6
+ECA (CVPR,2020) | +0.12k 283.32 (399 613 434 2277 442 521
+GCT (CVPR,2021) | +0.03k  283.32 |40.1 61.7 435 229 427 505
+MCA-E (Ours) +0.06M 283.14 | 403 619 43.7 235 444 525
+MCA-S (Ours) +0.06M 283.14 [40.2 62.3 432 236 44.6 522
ResNet-50 44.17M  260.14 [37.5 58.7 403 222 409 488
+SE (CVPR,2018) | +2.49M 260.25 | 37.8 59.2 407 222 415 487
+SRM (ICCV,2019) | +0.05M  260.14 | 38.0 58.7 416 219 413 498
+ECA (CVPR,2020) | +0.05k  260.25 | 38.1 59.8 41.0 221 421 494
+GCT (CVPR,2021) | +0.01k  260.25 |38.5 60.1 418 224 424 497
+MCA-E (Ours) +0.03M  260.14 |39.0 61.0 423 229 427 505

Mask RCNN +MCA-S (Ours) +0.03M  260.14 |39.0 60.9 427 233 429 505
ResNet-101 63.16M 33621 [39.7 60.6 433 229 438 3522
+SE (CVPR,2018) | +4.72M 336.40 |40.1 ©61.4 43.4 236 442 524
+SRM (ICCV,2019) | +0.12M  336.21 |39.6 60.6 43.0 224 438 524
+ECA (CVPR,2020) | +0.17k 336.39 |40.2 61.6 439 236 445 527
+GCT (CVPR,2021) | +0.03k  336.39 |40.8 624 444 241 450 532
+MCA-E (Ours) +0.07M  336.21 |40.8 624 44.3 237 450 52.9
+MCA-S (Ours) +0.07M 33621 |41.0 62.8 448 249 451 529
ResNet-50 37.74M 23932 |35.0 54.2 371 204 38.6 454
+SE (CVPR,2018) | +2.49M 23943 (347 574 37.7 20.8 39.1 452
+SRM (ICCV,2019) | +0.06M 239.32 | 35.8 54.8 383 203 39.6 462
+ECA (CVPR,2020) | +0.09k 23943 |35.1 5438 37.1 20.5 387 458
+GCT (CVPR,2021) | +0.01k  239.43 | 35.8 55.6 379 205 39.6 46.6
+MCA-E (Ours) +0.03M 239.32 | 354 55.0 37.6 203 39.1 462

RetinaNet +MCA-S (Ours) +0.03M 239.32 [36.1 55.9 38.0 211 399 472
ResNet-101 56.74M  315.39 |376 57.0 40.4 21.3 421 489
+SE (CVPR,2018) | +4.71M  315.58 | 37.4 56.7 402 209 41.8 485
+SRM (ICCV,2019) | +0.12M  315.39 | 36.8 55.9 392  20.7 41.1 4738
+ECA (CVPR,2020) | +0.17k  315.57 | 38.0 57.7 403 21.6 422 49.1
+GCT (CVPR,2021 | +0.03k  315.57 |38.3 58.0 41.0 219 424 496
+MCA-E (Ours) +0.06M 31539 [38.0 579 404 222 422 495
+MCA-S (Ours) +0.06M 31539 |38.8 58.9 414 217 43.0 513

Table 3: Comparisons between different methods on the COCO val2017 set with object detection task.

Image Classification on ImageNet Dataset

Finally, we conduct image classification experiments on the
ImageNet dataset. And we choose 4 models as the backbone,
including: ResNet (He et al. 2016) and ShuffleNetV2 (Ma
et al. 2018) model. The experimental results of image clas-
sification are shown in Table 4.

ResNet We first evaluate our MCA module on popular
ResNet model. All attention modules are placed after the
last BatchNorm layer inside each bottleneck of ResNet.
MCA-E performs better than SENet, SRM, ECA, and GCT
across different depths and backbones with similar pa-
rameters and slightly more computation. The results show
that our MCA method can be used to improve the perfor-
mance of residual network. It is worth noting that the SRM
method achieves the comparable performance with MCA-E

2585

on Resnet-50 model but have a poor performance on Reset-
18 model, while GCT method has comparable performance
with MCA-E on Resnet-18 model. In general, MCA method
has better generalization performance and brings improve-
ment to different types of models.

ShufflenetV2 We also verify the effectiveness of our ECA
module on lightweight CNN architectures. We utilize Shuf-
flenetV2 (Ma et al. 2018) as backbone model, comparing
our MCA module with baseline, SENet, SRM, ECA, and
GCT module. All attention modules are placed before chan-
nel shuffle. The results in Table 4 show that MCA-E per-
formance better than previous best SRM block by 0.61%
in Top-1 accuracy. Compared to vanilla ShufflenetV2, our
MCA-E improves by a 2.21% in Top-1 accuracy. These
results indicate that MCA can be successfully applied to



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

Methods Params GFLOPs | Top-1 Top-5
ResNet-18 11.69M  1.822 69.76  89.08
+SE +89.08K  1.823 70.59  89.78
+SRM +0.77K 1.823 69.89  89.45
+ECA +0.04K 1.823 70.85 89.75
+GCT +0.01K 1.823 7121  90.04
+MCA-E +0.77K 1.823 71.23  90.10
+MCA-S +0.78K 1.823 7093  89.87
ResNet-50 2556M  4.122 7497 9223
+SE +2.53M  4.130 7590 9275
+SRM +6.04K  4.122 76.44  93.02
+ECA +0.09K  4.127 7540  92.66
+GCT +0.02K  4.127 74.02  91.75
+MCA-E +6.06K  4.122 76.36  93.14
+MCA-S +6.06K  4.133 76.61  93.21
ResNet-101 4455M  7.849 76.51 93.10
+SE +4.78M  7.863 76.72 9331
+SRM +130.0K 7.849 7796  93.92
+ECA +0.16K  7.858 76.56  92.96
+GCT +0.03K  7.858 75.66  92.61
+MCA-E +130.4K  7.849 78.18  93.97
+MCA-S +1304K  7.858 78.21 93.88
ShufflenetV2 | 2.28M 0.151 65.71 86.74
+SE +16.8K  0.152 66.95 87.68
+SRM +16.7K  0.151 67.32 8741
+ECA +0.08K  0.151 66.56 87.03
+GCT +0.02K  0.151 6224 84.20
+MCA-E +16.7K  0.151 67.93 87.87
+MCA-S +169K  0.151 6791 88.00

Table 4: Image classification results of the state-of-the-art
channel attention blocks on ImageNet dataset.

lightweight model.

Conclusion

In this paper, we analyze the excitation module of channel
attention mechanism from a statistical perspective and uti-
lize moment statistics to aggregate extensive moment fea-
ture, and propose the Moment Channel Attention (MCA)
method that achieves higher performance and comparable
complexity. Furthermore, we introduce the Cross Moment
Convolution method to fuse low-order and other-order in-
formation both inside and cross the channel. Additionally,
through a series of ablation experiments, we demonstrate the
effectiveness of our MCA method. Finally, we evaluate the
performance of our method in image classification, object
detection, and instance segmentation tasks on large-scale
datasets such as the COCO and ImageNet. The results of
our comparative analysis show that our method outperforms
other state-of-the-art channel attention methods. In addition,
there are several aspects that need further improvement and
investigation: (1) The My, method, as well as single mo-
ment M, and M3 have not been thoroughly explored yet,
leaving potential for further improvement in performance.
(2) The fourth moment Kurtosis (Bai and Ng 2005) is widely
used in the economics. Incorporate Kurtosis as another mo-
ment representation could be a valuable avenue for future
investigation. In the future work, we will further investigate
incorporation of MCA with spatial attention module.
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Methods AP APy,s APy7s APs APy AP
ResNet50 |34.0 55.2 36.0 16.3 369 49.6
+SE 342  56.0 36.0 159 372 498
+SRM 345 554 36.8 16.0 369 50.7
+ECA 345 564 36.4 16.1 377 50.3
+GCT 34.8 56.8 37.1 16.2 37.8 505
+MCA-E |353 57.6 37.3 16.8 384 514
+MCA-S 354 574 37.7 16.7 38.7 50.7
ResNetl101 | 35.7 57.2 38.0 16.6 38.7 522
+SE 36.0 58.1 38.2 177 39.2 526
+SRM 35.8 572 38.0 16.1 39.0 524
+ECA 36.2 582 38.5 176 394 533
+GCT 36.7 59.0 38.9 174  40.1 53.6
+MCA-E [36.6 59.0 38.9 173 399 535
+MCA-S |36.8 59.5 38.8 18.0 40.5 533

Table 5: Instance Segmentation of the state-of-the-art chan-
nel attention blocks on COCO val2017 set.
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