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Abstract

Two different forms of responsibility, counterfactual and
seeing-to-it, have been extensively discussed in philosophy
and AI in the context of a single agent or multiple agents act-
ing simultaneously. Although the generalisation of counter-
factual responsibility to a setting where multiple agents act in
some order is relatively straightforward, the same cannot be
said about seeing-to-it responsibility. Two versions of seeing-
to-it modality applicable to such settings have been proposed
in the literature. Neither of them perfectly captures the in-
tuition of responsibility. This paper proposes a definition of
seeing-to-it responsibility for such settings that amalgamate
the two modalities.
This paper shows that the newly proposed notion of respon-
sibility and counterfactual responsibility are not definable
through each other and studies the responsibility gap for these
two forms of responsibility. It shows that although these two
forms of responsibility are not enough to ascribe responsibil-
ity in each possible situation, this gap does not exist if higher-
order responsibility is taken into account.

1 Introduction
In the United States, if a person is found guilty by a state
court and all appeals within the state justice system have
been exhausted, the person can petition the Governor of the
state for executive clemency. The US Supreme Court once
described the clemency by the executive branch of the gov-
ernment as the “fail safe” of the criminal justice system (US
Supreme Court 1993). This was the case with Barry Beach,
who was found guilty of killing a 17-year-old high school
valedictorian Kim Nees and sentenced in 1984 to 100 years
imprisonment without parole (Associated Press 2015). In
2014, after a court appeal, a retrial, and a negative decision
by the Montana Supreme Court, Barry’s attorney filed a pe-
tition for executive clemency.
To prevent corruption and favouritism by the Governor,

many states in the US have boards that must support the de-
cision before the Governor can grant executive clemency. In
Montana, such a board has existed since the original 1889
Constitution (Constitution Convention 1889, Article VII,
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be found at arXiv:2312.07637.
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Figure 1: Executive clemency procedure

Section 9). With time, the law, the name of the board, and the
way it grants approval changed (Montana Board of Pardons
and Parole 2023), but the Board maintained the ability to
constrain the Governor’s power to grant executive clemency.
The executive clemency procedure that existed in Montana
by 2014 is captured by the extensive form game depicted in
Figure 1a. First, the Board (agent b) can either deny (action
D) the clemency or recommend (E) it. If the Board recom-
mends, then the Governor (agent g) might grant (G) or not
grant (F) the executive clemency.
The executive clemency procedure in Montana is a typi-

cal multiagent system where the final outcome is determined
by the decisions of all agents in the system. Such multiagent
systems widely exist in both human and machine activities
and have been studied from multiple perspectives. Respon-
sibility is one of the topics in those studies. Although there
is no commonly acknowledged definition of responsibility,
we usually have some vague intuition about the responsi-
bility of an agent when we think of the agent being praise-
worthy for a positive result or blameworthy for a negative
result, especially if the agent is undertaking moral or legal
obligations. It is also usually assumed that responsibility is
connected to free will of an agent to act. Note that, an agent
can act to prevent or to achieve a certain result. This gives
rise to two forms of responsibility commonly considered in
the literature: counterfactual responsibility and responsibil-
ity for seeing to it, respectively. In this paper, I study these
two forms of responsibility in the multiagent systems that
can be modelled as extensive form games.
The rest of this paper is divided into four major sections.

In Section 2, I give a review of the two forms of responsibil-
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ity and related logic notions in the literature. Based on the
discussion, I propose a new form of seeing-to-it responsibil-
ity for extensive form game settings in Section 3. Then, I
formally define the model of extensive form games in Sec-
tion 4 and the syntax and semantics of the two forms of re-
sponsibility in Section 5. In particular, I show the mutual
undefinability between the two forms of responsibility, dis-
cuss the meaning of higher-order responsibility, and state the
complexity of model checking. Finally, in Section 6, I for-
mally study the responsibility gap. Although discussion of
the responsibility gap is prevalent in the literature (Matthias
2004; Braham and VanHees 2011; Duijf 2018; Burton et al.
2020; Gunkel 2020; Langer et al. 2021; Goetze 2022), only
a few studies (Braham and van Hees 2018; Hiller, Israel,
and Heitzig 2022) give a formal definition of the concept. I
then define the hierarchy of responsibility gaps, which, as far
as I know, have never been discussed before. I show that a
higher-order responsibility gap does not exist for sufficiently
high orders.

2 Literature Review and Notion Discussion
Counterfactual responsibility captures the principle of al-
ternative possibilities (Frankfurt 1969; Belnap and Perloff
1992; Widerker 2017): an agent is responsible for a state-
ment ' in an outcome if ' is true in the outcome and the
agent had a strategy that could prevent it. For example, con-
sider outcome w3 in Figure 1a, where the Board recom-
mends (E) clemency and the Governor grants (G) it. In this
case, Beach is set free. Note that both the Board and the
Governor have a strategy (action D for the Board, action F
for the Governor) to prevent this. As a result, each of them
is counterfactually responsible for the fact that Beach, who
was found by the court to be the murderer of Kim Nees, es-
capes punishment.
Next, consider outcome w2 in which the Board recom-

mends (E) clemency, but the Governor does not grant (F) it.
Beach is left in prison. In this case, the Board is not counter-
factually responsible for the fact that Beach is left in prison
because the Board had no strategy to prevent this. At the
same time, the Governor had such a strategy (action G). As
a result, the Governor is counterfactually responsible for the
fact that Beach is left in prison in outcome w2.

Note that in order for Beach to be freed, both the Gov-
ernor and the Board must support this. However, from the
point of view of ascribing counterfactual responsibility, the
order in which the decisions are made is important. If the
Governor acts first, then, essentially, the roles of the Gover-
nor and the Board switch, see Figure 1b. In this new situ-
ation, the Governor is no longer counterfactually responsi-
ble for Beach being left in prison because he no longer has
a strategy to prevent this. The dependency on the order of
the decisions makes counterfactual responsibility in exten-
sive form games different from the previously studied coun-
terfactual responsibility in strategic game settings (Lorini
and Schwarzentruber 2011; Naumov and Tao 2019, 2020),
where all agents act concurrently and just once. The above
definition of counterfactual responsibility for extensive form
games is introduced in (Yazdanpanah et al. 2019). It also ap-
pears in (Baier, Funke, and Majumdar 2021).

The other commonly studied form of responsibility is
defined through the notion of seeing-to-it. As a modality,
seeing-to-it has been well studied in STIT logic (Chellas
1969; Belnap and Perloff 1990; Horty 2001; Horty and
Pacuit 2017). Informally, an agent sees to it that ' if the
agent guarantees that ' happens. When using the notion
of seeing-to-it to define a form of responsibility, a negative
condition1 is usually required to exist to capture the intu-
ition that no agent should be responsible for a trivial truth
such as “1 + 1 = 2”. The notion of deliberative seeing-
to-it (Horty and Belnap 1995; Xu 1998; Balbiani, Herzig,
and Troquard 2008; Olkhovikov and Wansing 2019) cap-
tures this idea by adding the requirement of a negative con-
dition. Some follow-up work such as (Lorini, Longin, and
Mayor 2014) and (Abarca and Broersen 2022) further incor-
porates the epistemic states of the agents into their discus-
sion, but this is still within the STIT frame. Naumov and Tao
(2021) studied deliberative seeing-to-it as one of the forms
of responsibility in strategic game settings.
In extensive form game settings, there are two versions of

the notion of seeing-to-it that may potentially capture a form
of responsibility: strategically seeing-to-it in the presence of
a negative condition and achievement seeing-to-it.
Strategically seeing-to-it (Broersen, Herzig, and Troquard

2006; Broersen 2009) is defined under the assumption that
each agent commits upfront to a strategy (i.e. a plan of ac-
tions) for the duration of the game. Instead of guaranteeing
' to happen with one action, such a strategy guarantees '
to happen in the final outcome after acting according to the
strategy in the whole game, no matter how the other agents
may act in the process. For example, in the game depicted
in Figure 1a, both the Board and the Governor have an up-
front strategy to leave Beach in prison. For the Board, the
strategy consists in denying the petition. For the Governor,
the strategy consists in waiting for the Board to act and, if
the Board recommends clemency, rejecting the petition. By
incorporating the notion of a strategy, strategically seeing-
to-it in the presence of a negative condition can be treated as
a natural extension of deliberative seeing-to-it in multi-step
decision schemes such as extensive form games.
However, this “natural extension” does not work for two

reasons. On the one hand, by definition, the notion of strate-
gically seeing-to-it has to be evaluated based on strategies
rather than outcomes (Broersen and Herzig 2015). However,
in some applications, such strategies may not be observable.
Let us consider the case of outcome w1 in Figure 1a. Here,
the strategy of the Governor is not observable because he
has no chance to make any choice. No one except for the
Governor himself can tell how he would choose if the Board
had not denied the clemency. Hence, even though he has a
strategy to guarantee Beach being left in prison and the strat-
egy is followed in a trivial way in outcome w1, it is still not
clear whether the Governor strategically sees to Beach being
left in prison or not. On the other hand, although the strategy
can be observed in some cases (such as pre-programmed au-

1In the general STIT models, a negative condition is a history
where ¬' is true (Perloff 1991). In the extensive form game set-
tings, a negative condition is an outcome where ¬' is true.
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tonomous agents), the notion of strategically seeing-to-it ac-
cuses the agents of thoughtcrime purely based on their plans
rather than actions. Note that, in law, actus reus (“guilty ac-
tions”) is a commonly required element of a crime (Edwards
2021). For this reason, even if the Governor’s strategy is to
deny the clemency when the Board recommends it, which
indeed strategically sees to Beach being left in prison ac-
cording to the definition, the Governor should not be held
responsible for seeing to this in outcome w1, since he takes
no action at all. Therefore, strategically seeing-to-it in the
presence of a negative condition cannot always serve as a
proper notion of responsibility in extensive form games.
Another notion of seeing-to-it that may capture a form

of responsibility in extensive form game settings is achieve-
ment seeing-to-it (Belnap and Perloff 1992; Horty and Bel-
nap 1995). In an extensive form game, the agents make
choices one after another. Each choice of the agents may
eliminate the possibility of some outcomes until the final
outcome remains. If a statement is true in the final outcome,
then during the game process, all the negative conditions, if
exist, are eliminated. Achievement seeing-to-it captures the
idea that, in such multi-step decision schemes, one specific
choice of an agent guarantees some statement to be true in
the final outcome by eliminating the “last possibility” for a
negative condition to be achieved. For example, in outcome
w3 of Figure 1a, Beach is set free after the Board recom-
mends (E) the clemency and the Governor grants (G) it. The
choice of the Board (action E) eliminates one possibility of a
negative condition (w1) and the choice of the Governor (ac-
tion G) eliminates the other possibility of a negative condi-
tion (w2), which is also the last possibility. Hence, the Gov-
ernor sees to it that Beach is set free in the achievement way
in outcome w3. Note that the notion of achievement seeing-
to-it implies the existence of a negative condition by itself.
Achievement seeing-to-it can be treated as a form of re-

sponsibility in an intuitive sense. However, this notion can-
not capture the idea of “guaranteeing” when regarding the
extensive form game as a whole process. Let us still con-
sider outcome w3 in Figure 1a. When we treat the executive
clemency procedure as a whole, the Governor does not guar-
antee that Beach will be set free, since the Board could have
chosen to deny (D) the clemency before the Governor can
make any decision. In fact, the Governor does not even have
the ability to guarantee that Beach will be set free. There-
fore, it is hard to say that the Governor is responsible for
“seeing to it that” Beach is set free in outcome w3, even
though he sees to this in the achievement way.
The inconsistency between the notion of achievement

seeing-to-it and the seeing-to-it form of responsibility is
more significant when obligation is taken into considera-
tion. For example, the obligation of doctors is to try their
best to cure their patients. Consider a situation where a pa-
tient in danger of life is waiting for treatment. Suppose the
treatment is sure to cure the patient. But the doctor leaves
the patient unattended for six days and gives treatment on
the seventh day. Then, the patient is cured. By giving the
treatment, the doctor sees to it that the patient is cured in the
achievement way. However, the doctor cannot be said to “be
responsible (praiseworthy) for seeing to it that” the patient

would be cured, because the patient might have died at any
time during the first six days. For this reason, achievement
seeing-to-it often cannot serve as a proper notion of the re-
sponsibility for seeing to it in extensive form games.

3 Responsibility for Seeing To It
In this section, I introduce a new notion of seeing-to-it re-
sponsibility that fits into extensive form game settings.
First, I modify the notion of strategically seeing-to-it into

a backward version. I would say that an agent backwards-
strategically sees to ' if the agent has an upfront ability to
guarantee that 'would be true in the outcome and maintains
the ability for the duration of the game. The ability to guar-
antee ' is captured by the existence of a strategy that guaran-
tees '. Note that, although the maintenance of the ability can
be achieved by following such a strategy, the backward ver-
sion of strategically seeing-to-it does not require the actually
applied strategy to guarantee '. Intuitively, instead of caring
about the plan of the agent to guarantee ', the backward
version of strategically seeing-to-it focuses on the ability of
guaranteeing it.
Unlike the original notion of strategically seeing-to-it, the

backward version can be evaluated based on the outcomes
(the paths of play) in extensive form game settings. For ex-
ample, observe that in the game depicted in Figure 1a, the
Board has the ability (the existence of a strategy) to guaran-
tee that Beach would be left in prison at the b-labelled node
and outcomes w1 and w2. The Governor has the same abil-
ity at the b-labelled node, the g-labelled node, and outcomes
w1 and w2. On the path of play toward outcome w1, both
the Board and the Governor maintain this ability. Hence, in
outcome w1, both the Board and the Governor backwards-
strategically see to Beach being left in prison. Note that w1

is the outcome when the Governor applies the strategy “to
grant (G) the clemency if the Board recommend (E) it” and
the Board applies the strategy “to deny (D) the clemency”.
The Governor’s strategy does not strategically see to Beach
being left in prison in the original meaning. However, he still
backwards-strategically sees to it. In outcome w2, only the
Governor backwards-strategically sees to Beach being left in
prison because the Board loses the ability at the g-labelled
node, where the Governor can grant (G) the clemency.
Second, I use the notion of backwards-strategically

seeing-to-it, in combination with achievement seeing-to-it,
to define the seeing-to-it form of responsibility in extensive
form game settings. I would say that an agent is responsible
for seeing to ' if she sees to it both backwards-strategically
and in the achievement way. This combination captures both
the ability and the action to “guarantee” in the notion of
seeing-to-it. Informally, in the extensive form games, I say
that an agent is responsible for seeing to ' if the agent has
an upfront ability to achieve ', maintains it throughout the
game, and eliminates the last possibility of a negative con-
dition in the process.
Consider the game depicted in Figure 1a. In outcome w1,

the Board sees to Beach being left in prison both backwards-
strategically and in the achievement way. Therefore, the
Board is responsible for seeing to Beach being left in prison
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in w1. This argument is also true for the Governor in out-
come w2. However, in w1, the Governor sees to Beach being
left in prison backwards-strategically but not in the achieve-
ment way. Thus, the Governor is not responsible for see-
ing to this in w1. In w2, the Board sees to Beach being left
in prison neither backwards-strategically nor in the achieve-
ment way. Hence, the Board is not responsible for seeing
to this in w2. Moreover, in outcome w3, the Governor sees
to Beach being set free in the achievement way but not
backwards-strategically (he does not have such an ability at
the b-labelled node). Thus, the governor is not responsible
for seeing to Beach being set free in outcome w3.

4 Extensive Form Games Terminology
In this section, I introduce extensive form games that are
used later to give formal semantics of the modal language.
Throughout the paper, I assume a fixed set of agents A and
a fixed nonempty set of propositional variables.

Definition 1 An extensive form game is a nonempty finite
rooted tree in which each non-leaf node is labelled with an
agent and each leaf node is labelled with a set of proposi-
tional variables.

The leaf nodes of a game are called outcomes of the game.
The set of all outcomes of a gameG is denoted by⌦(G). An
outcome is said to be labelled with a propositional variable
if the outcome is labelled with a set containing this proposi-
tional variable. By parent(n), I mean the parent node of any
non-root node n. I write n1 � n2 if node n2 is on the simple
path (including ends) between the root node and node n1.

Definition 2 For any set X of outcomes and any agent a,
non-root node n is an X-achievement point by agent a, if
1. parent(n) is labelled with agent a;
2. w /2 X for some outcome w such that w � parent(n);
3. w 2 X for each outcome w such that w � n.

The notion of achievement point captures the idea that
outcomes in setX are already “achieved” by agent a at node
n: agent a choosing n at node parent(n) eliminates the last
possibility for an outcome not in X to be realised and thus
guarantees that the game will end in X . For example, in the
extensive form game depicted in Figure 1a, consider the set
{w1, w2} of outcomes where Beach is left in prison. Node
w1 is a {w1, w2}-achievement point by the Board, where
action D of the Board at the b-labelled node eliminates the
last possibility for Beach being set free (w3) to come true.
Similarly, node w2 is a {w1, w2}-achievement point by the
Governor. Note that an achievement point can also be a non-
leaf node. For instance, the g-labelled node is a {w2, w3}-
achievement point by the Board, since action E of the Board
at the b-labelled node eliminates the last possibility for out-
come w1 to be realised. The next lemma shows a property of
achievement point, whose significance is due to the unique-
ness of the chance to eliminate the last possibility.

Lemma 1 For any extensive form game G, any set of out-
comes X ( ⌦(G), and any outcome w 2 X , there is
a unique agent a and a unique X-achievement point n by
agent a such that w � n.

Next, I define the notation wina(X). For any set X of
outcomes and any agent a, by wina(X) I mean the set of
all nodes (including outcomes) from which agent a has the
ability to end the game in setX . Formally, the set wina(X)
is defined below using backward induction.
Definition 3 For any set X of outcomes, the set wina(X)
is the minimal set of nodes such that
1. X ✓ wina(X);
2. for any non-leaf node n labelled with agent a, if at least

one child of node n belongs to the set wina(X), then
node n 2 wina(X);

3. for any non-leaf node n not labelled with agent a, if all
children of node n belong to the set wina(X), then node
n 2 wina(X).

Informally, for a non-leaf node n 2 wina(X) labelled with
agent a, the ability of agent a to end the game in X is cap-
tured by the strategy that always chooses a child node of n
from the set wina(X). Specifically, if the root of the tree is
in the set wina(X), then agent a has an upfront ability to
end the game in X .

5 Syntax and Semantics
The language � of the logical system is defined by the fol-
lowing grammar:

' := p | ¬' | ' ^ ' | Ca' | Sa',

where p is a propositional variable and a 2 A is an agent.
The formula Ca' is read as “agent a is counterfactually re-
sponsible for '” and Sa' is read as “agent a is responsible
for seeing to '”. Boolean constants true > and false ? are
defined in the standard way.
The next is the core definition of this paper. Informally,

for each formula ' 2 �, the truth set J'K is the set of all
outcomes where ' is true.

Definition 4 For any extensive form game G and any for-
mula ' 2 �, the truth set J'K is defined recursively:
1. JpK is the set of all outcomes labelled with propositional

variable p;
2. J¬'K = ⌦(G) \ J'K;
3. J' ^  K = J'K \ J K;
4. JCa'K is the set of all outcomes w 2 J'K such that there

exists a node n 2 wina(J¬'K) where w � n;
5. JSa'K is the set of all outcomes w 2 ⌦(G) such that
(a) {n | w � n} ✓ wina(J'K);
(b) there exists a J'K-achievement point n by agent a such

that w � n.

Item 4 above defines the notion of counterfactual respon-
sibility following (Yazdanpanah et al. 2019) and (Baier,
Funke, and Majumdar 2021). An agent a is counterfactually
responsible for a statement ' in outcomew if two conditions
are satisfied: (i) ' is true in w and (ii) on the path of play,
agent a has a strategy to prevent '. The first condition is
captured by the assumption w 2 J'K. The second condition
is captured by the existence of a node n on the path of play
(w � n) to outcome w such that n 2 wina(J¬'K).
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Item 5 above defines the seeing-to-it form of responsi-
bility as the combination of backwards-strategically seeing-
to-it and achievement seeing-to-it. An agent backwards-
strategically sees to ' in outcome w if the agent has an up-
front ability to achieve ' and maintains the ability through-
out the game. This is captured by the fact that all the nodes
on the path of play leading to outcome w belong to the set
wina(J'K), as part 5(a) of Definition 4 shows. An agent sees
to ' in the achievement way in outcome w if the agent elim-
inates the last possibility for ¬'. This means, on the path
of play toward outcome w, there exists a J'K-achievement
point by agent a. This is captured in part 5(b) of Definition 4.

5.1 Mutual Undefinability Between C and S
Modalities C and S capture two forms of responsibility in
extensive form games. One natural question is: are they both
needed? The answer would be no if one of them can be de-
fined via the other. For example, in propositional logic, im-
plication ! and disjunction _ can be defined via negation
¬ and conjunction ^.2 Hence, using only negation ¬ and
conjunction ^ is enough for a propositional logic system.
Note that Naumov and Tao (2021) proved that modality S
is not definable via modality C but modality C is definable
via modality S by Ca' ⌘ ' ^ Sa¬Sa¬' in strategic game
settings. Before presenting the results about extensive form
games, let me start with an auxiliary definition:

Definition 5 Formulae ', 2 � are semantically equiva-
lent if J'K = J K for each extensive form game.

In language �, modality C is definable via modality S if,
for each formula ' 2 �, there is a semantically equivalent
formula  2 � that does not use modality C. The definabil-
ity of S via C could be specified similarly. The two theorems
below show that C and S are not definable via each other in
extensive form game settings. These results show that, in or-
der to discuss both forms of responsibility in extensive form
game settings, both modalities are needed.

Theorem 1 (undefinability of C via S) The formula Cap is
not semantically equivalent to any formula in language �
that does not contain modality C.

Theorem 2 (undefinability of S via C) The formula Sap is
not semantically equivalent to any formula in language �
that does not contain modality S.

Using the “truth set algebra” technique (Knight et al.
2022), I formally proof the above two theorems in Appen-
dices A.1 and A.2 of the full version of this paper (Shi 2023).

5.2 Higher-Order Responsibility
As can be seen in the grammar of language �, modalities C
and S can be nested in a formula. By higher-order respon-
sibility, I mean more complicated forms of responsibility
expressible by the nesting of modalities C and S. For ex-
ample, in outcome w2 of the game depicted in Figure 1a,
the Governor is counterfactually responsible for Beach be-
ing left in prison. However, the Board could have prevented

2' !  ⌘ ¬(' ^ ¬ ) and ' _  ⌘ ¬(¬' ^ ¬ ) for each
formulae ', in propositional logic.

such responsibility by denying (D) the petition. Thus, in
outcome w2, the Board is counterfactually responsible for
the Governor’s responsibility for Beach being left in prison:
w2 2 JCbCg“Beach is left in prison”K. Similarly, it is true
that w2 2 JCbSg“Beach is left in prison”K.
Discussion of higher-order responsibility makes sense, es-

pecially in a situation where some of the agents who do af-
fect the outcome are not the proper subjects to ascribe the
responsibility. For example, young kids are usually not con-
sidered the proper subjects of criminal responsibility. There-
fore, when they commit crimes and assume direct responsi-
bility for the outcomes, the secondary responsibility of their
guardians needs to be considered (Hollingsworth 2007). The
same is true for autonomous agents and their designers.
There are some interesting properties of higher-order re-

sponsibility. For instance, formulae CaCa' and Ca' are se-
mantically equivalent (see Property 1 in Appendix B.1 of
the full version). This means, if an agent is counterfactually
responsible for a statement ', then she is also counterfac-
tually responsible for assuming this counterfactual respon-
sibility. Also, both formulae SbSa' and SbCa' are seman-
tically equivalent to ? (see Property 2 and Property 3 in
Appendices B.2 and B.3 of the full version). This means an
agent can never be responsible for seeing to the responsibil-
ity of another agent.

5.3 Complexity of Model Checking
In the setting of this paper, the computation of the set J'K is
the core of any model checking problem related to formula
'. Hence, I analyse the complexity of computing the truth
set J'K for an arbitrary formula ' 2 �. Assume that de-
ciding whether an outcome is labelled with a propositional
variable takes constant time. Then, the next theorem follows
from Definition 2, Definition 3, and Definition 4. See Ap-
pendix C of the full version for detailed analysis.

Theorem 3 (time complexity) For any formula ' 2 � and
any extensive form game G, the computation of the set J'K
takes O(|'| · |G|), where |'| is the size of formula ' and |G|
is the number of nodes in game G.

6 Responsibility Gap
One of the important questions discussed in the ethics litera-
ture is the responsibility gap. That is, if something happens,
is there always an agent that can be held responsible for it?
I now discuss if the two forms of responsibility considered
in the paper are enough to avoid responsibility gaps in ex-
tensive form games. Note that, as I discussed in Section 2,
nobody should be responsible for a vacuous truth. Hence, in
this section, I only consider the responsibility gaps for state-
ments that are not trivially true.
Let us go back to the example depicted in Figure 1a. Re-

call that if Beach is left in prison, then in outcome w1, the
Board is responsible for seeing to it; in outcome w2, the
Governor is responsible for seeing to it and also counter-
factually responsible for it. If Beach is set free in outcome
w3, then the Governor is counterfactually responsible for it.
Thus, for the statements “Beach is left in prison” and “Beach
is set free”, there is no responsibility gap in this game.
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6.1 In Extensive Form Games With Two Agents
In Theorem 4 below, I show that the two forms of responsi-
bility discussed in this paper leave no gap in any extensive
form games with only two agents. Let us start, however, by
formally defining the gap formulaeGc(') andGs(') for any
formula ' 2 �. Informally, the formula Gc(') means that
' is true and nobody is counterfactually responsible for it.
The formula Gs(') says the same for the seeing-to-it form
of responsibility.

Gc(') := ' ^
^

a2A
¬Ca', (1)

Gs(') := ' ^
^

a2A
¬Sa'. (2)

The combined responsibility gap formula Gc,s(') is defined
as the conjunction Gc(') ^ Gs('). The proof of Theorem 4
uses the following well-known lemma. To keep this paper
self-contained, I prove the lemma in Appendix D.1 of the
full version.
Lemma 2 For any formula ' 2 � and any node n in a
two-agent extensive form game between agents a and b, if
n /2 wina(J'K), then n 2 winb(J¬'K).
Theorem 4 For any formula ' 2 � and any two-agent ex-
tensive form game G, if J'K 6= ⌦(G), then JGc,s(')K = ?.

PROOF. I prove this theorem by showing that, for any out-
come w 2 ⌦(G), if w 2 JGs(')K, then w /2 JGc(')K. By
statement (1) and items 2 and 3 of Definition 4, it suffices to
show the existence of an agent a such that w 2 JCa'K.

By statement (2) and items 2 and 3 of Definition 4, the
assumption w 2 JGs(')K implies that

w 2 J'K (3)

and
w /2 JSb'K (4)

for each agent b 2 A. At the same time, by the assumption
J'K 6= ⌦(G), statement (3), and Lemma 1, there exists an
agent b and a J'K-achievement point n by agent b such that
w � n. Hence, by item 5 of Definition 4 and statement (4),
there is a node m such that w � m and m /2 winb(J'K).
Since G is a two-agent game, let a be the agent in the game
distinct from agent b. Then,m 2 wina(J¬'K) by Lemma 2.
Hence, w 2 JCa'K by item 4 of Definition 4 because of
statement (3) and that w � m. ⇤

6.2 In Extensive Form Games With More Agents
To see if there is a responsibility gap in extensive form
games with more than two agents, let us go back to the story
in the introduction, which is not as simple as I tried to make
it. In over 30 years that separate Kim Nees’s murder and
Beach’s attorney filing an executive clemency petition, the
case became highly controversial in Montana due to the lack
of direct evidence and doubts about the integrity of the in-
terrogators. By the time the petition was filed, the Board had
already made clear its intention to deny the petition, while
the Governor expressed his support for the clemency (Bul-
lock 2015).

Then, something very unusual happened. On 4 December
2014, a bill was introduced in the Montana House of Repre-
sentatives that would allow the Governor to grant executive
clemency no matter what the decision of the Board is. This
bill aimed to strip the Board from the power that it had from
the day the State of Montana was founded in 1889. Although
the bill would affect the Governor’s power to grant clemency
in other cases as well, the primary goal of the legislation was
to give the Governor a chance to free Beach (Montana Inno-
cence Project 2023).

w3

w4 w5

b

�푙                                                                                                                                                                                                                 
g

g
w1

w2

H I

D

F

JE

G

K

Figure 2: Barry Beach’s case of clemency

Figure 2 depicts the extensive form game that captures
the situation after the bill was introduced. If the Montana
State Legislature rejects (H) the bill, then the game contin-
ues as in Figure 1a. If the Legislature approves (I) the bill,
then the Governor unilaterally decides whether to grant the
clemency. In this new three-agent game, the Governor is re-
sponsible for Beach being left in prison in outcomes w2 and
w4 both counterfactually and for seeing to it. The Governor
is also counterfactually responsible for Beach being freed
in outcomes w3 and w5. However, in outcome w1, nobody
is responsible for the fact that Beach is left in prison either
counterfactually or for seeing to it. In particular, the Board
is not responsible for seeing to this because it no longer has
an upfront ability to guarantee that Beach is left in prison in
the outcome. Therefore, by statements (1) and (2),

JGc,s(“Beach is left in prison”)K = {w1}. (5)
This example shows that the responsibility gap may exist
in extensive form games with more than two agents. In other
words, the two forms of responsibility discussed here are not
enough to have a responsible agent in every situation.

6.3 Hierarchy of Responsibility Gaps
A further question about the responsibility gap is if there is
an agent responsible for the gap. The responsibility for the
gap, or the responsibility for the lack of a responsible agent,
is a natural concept that applies to many real-world situa-
tions. For instance, the managers who assign tasks and the
governing bodies that set the rules are often responsible for
the lack of a responsible person. In the example in Figure 2,
it is the Legislature that is counterfactually responsible for
the gap in outcome w1. Indeed, the Legislature could pre-
vent the formula Gc,s(“Beach is left in prison”) from being
true by approving (I) the bill:

w1 2 JClG
c,s(“Beach is left in prison”)K.
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In addition, in this example, the Board is also counterfactu-
ally responsible for the gap in outcome w1.

I also consider the lack of responsibility for the gap. By
second-order gap for a formula ' I mean the presence of
outcomes in which Gc,s(') is true and nobody is responsible
for it. In a real-world situation, the first-order responsibility
gap often shows that the managers do not assign tasks in
an accountable way, while the second-order responsibility
gap is often caused by a failure of the leadership to properly
define the roles of the managers so that the managers had no
way to assign tasks in an accountable way.
In general, for an arbitrary formula ' 2 � and any integer

i � 0, let the i
th-order gap statement Gc,s

i
(') be defined

recursively as:

Gc,s
i
(') :=

8
<

:

Gc,s
i�1(') ^

V
a2A ¬CaG

c,s
i�1(')

^
V

a2A ¬SaGc,s
i�1('), i � 1;

', i = 0.

(6)

In addition, let the i
th-order counterfactual gap statement

Gc
i
(') be defined recursively as:

Gc
i
(') :=

⇢
Gc
i�1(') ^

V
a2A ¬CaGc

i�1('), i � 1;
', i = 0.

(7)

One can similarly define the ith-order seeing-to-it gap state-
ment Gs

i
('). It is easy to see from statements (1) and (2)

that the first order gap statements Gc,s
1 ('), Gc

1('), and Gs
1(')

are equivalent to the previously discussed gap statement
Gc,s('), Gc('), and Gs('), respectively.
As shown in Theorem 4, in two-agent extensive form

games, the truth set JGc,s(')K is empty for each formula
' 2 � such that J'K 6= ⌦(G). Informally, this means that
there is no responsibility gap in two-agent extensive form
games. At the same time, the example depicted in Figure 2
shows that such a gap might exist in games with more than
two agents. This observation is correct. In Appendix D.2 of
the full version, for each integer i � 2, I construct an exten-
sive form game in which the truth set JGc,s

i
(')K is not empty.

Despite this, in Theorem 5 and Corollary 1 below, I show
that, for any extensive form game, the sets JGc

i
(')K and

JGc,s
i
(')K are empty for large enough integer i. Informally,

the higher-order responsibility gap does not exist in any ex-
tensive form game if sufficiently high order is considered.
Let me first show two lemmas that are used later to

prove Theorem 5. These lemmas show that the set JGc
i
(')K

monotonously shrinks to empty as the order i increases.
Lemma 3 JGc

i+1(')K ✓ JGc
i
(')K for any formula ' 2 �

and any integer i � 0.
PROOF. The statement of the lemma follows from state-
ment (7) and item 3 of Definition 4. ⇤
Lemma 4 For any formula ' 2 �, any integer i � 0, and
any extensive form game G, if ? ( JGc

i
(')K ( ⌦(G), then

JGc
i+1(')K ( JGc

i
(')K.

PROOF. The assumption ? ( JGc
i
(')K ( ⌦(G), by item 2

of Definition 4, implies that ? ( J¬Gc
i
(')K ( ⌦(G). Then,

on the one hand, there is an outcome w 2 J¬Gc
i
(')K. On the

other hand, by Lemma 1, there is an J¬Gc
i
(')K-achievement

point n by an agent a such thatw � n. Thus, by Definition 2,

1. parent(n) is labelled with agent a;
2. there exists an outcome w

0 such that w0 � parent(n)
and w

0
/2 J¬Gc

i
(')K;

3. w
00 2 J¬Gc

i
(')K for each outcome w00 such that w00 � n.

Item 3 above implies that n 2 wina(J¬Gc
i
(')K) by Defini-

tion 3. Hence, by item 2 of Definition 3 and item 1 above,

parent(n) 2 wina(J¬Gc
i
(')K). (8)

By the part w0
/2 J¬Gc

i
(')K of item 2 above and item 2 of

Definition 4,
w

0 2 JGc
i
(')K. (9)

Thus, w0 2 JCaGc
i
(')K by the part w0 � parent(n) of

item 2 above, statement (8), and item 4 of Definition 4.
Then, w0

/2 J¬CaGc
i
(')K by item 2 of Definition 4. Hence,

w
0
/2 JGc

i+1(')K by statement (7) and item 3 of Definition 4.
Then, JGc

i+1(')K 6= JGc
i
(')K by statement (9). Therefore,

JGc
i+1(')K ( JGc

i
(')K by Lemma 3. ⇤

Theorem 5 JGc
i
(')K = ? for each integer i � |⌦(G)| � 1

and each formula ' 2 � such that J'K ( ⌦(G).

PROOF. By the assumption J'K ( ⌦(G) of this theorem,
statement (7), and Lemma 3,

⌦(G) ) J'K = JGc
0(')K ◆ JGc

1(')K ◆ JGc
2(')K ◆ . . .

Note that |J'K|  |⌦(G)|�1 by the assumption J'K ( ⌦(G)
of this theorem. Therefore, JGc

i
(')K = ? for each integer

i � |⌦(G)|� 1 by Lemma 4. ⇤
The next corollary follows from the above theorem and

the observation that JGc,s
i
(')K ✓ JGc

i
(')K. I give the formal

proof in Appendix D.3 of the full version.

Corollary 1 JGc,s
i
(')K = ? for each integer i � |⌦(G)|�1

and each formula ' 2 � such that J'K ( ⌦(G).

7 Conclusion
The existing definitions of seeing-to-it modalities have clear
shortcomings when viewed as possible forms of responsibil-
ity. In this paper, I combined them into a single definition of
seeing-to-it responsibility that addresses the shortcomings.
By proving the undefinability results, I have shown that the
proposed notion is semantically independent of the counter-
factual responsibility already discussed in the literature. The
other important contribution of this work is the hierarchy of
responsibility gaps. I believe that taking into account higher-
order responsibilities is an important step towards designing
better mechanisms in terms of responsibility attribution. In
the future, I would like to study how the gap results could be
extended to the setting of games with imperfect information,
where even Lemma 2 does not hold.
One more thing, if you are curious about the ending of

Beach’s story, in January 2015, the Montana House of Rep-
resentatives approved the bill that changes the clemency
procedure. By doing so, they, perhaps unintentionally, pre-
vented the potential responsibility gap existing in outcome
w1 of Figure 2. In November of the same year, the Governor
granted clemency to Beach (Bullock 2015).
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