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Abstract

A fundamental challenge of bipartite graph representation
learning is how to extract informative node embeddings. Self-
Supervised Learning (SSL) is a promising paradigm to ad-
dress this challenge. Most recent bipartite graph SSL methods
are based on contrastive learning which learns embeddings by
discriminating positive and negative node pairs. Contrastive
learning usually requires a large number of negative node
pairs, which could lead to computational burden and semantic
errors. In this paper, we introduce a novel synergistic repre-
sentation learning model (STERLING) to learn node embed-
dings without negative node pairs. STERLING preserves the
unique local and global synergies in bipartite graphs. The lo-
cal synergies are captured by maximizing the similarity of the
inter-type and intra-type positive node pairs, and the global
synergies are captured by maximizing the mutual information
of co-clusters. Theoretical analysis demonstrates that STER-
LING could improve the connectivity between different node
types in the embedding space. Extensive empirical evaluation
on various benchmark datasets and tasks demonstrates the ef-
fectiveness of STERLING for extracting node embeddings.

Introduction

The bipartite graph is a powerful representation formalism
to model interactions between two types of nodes, which
has been used in various real-world applications. In rec-
ommender systems (Wang et al. 2021a; Wei and He 2022;
Zhou et al. 2021), users, items and their interactions (e.g.,
buy) naturally formulate a bipartite graph; in drug discov-
ery (Pavlopoulos et al. 2018), chemical interactions between
drugs and proteins also formulate a bipartite graph; in in-
formation retrieval (He et al. 2016), clickthrough between
queries and web pages can be modeled by a bipartite graph.

A fundamental challenge for bipartite graphs is how to
extract informative node embeddings that can be easily used
for downstream tasks (e.g., link prediction). In recent years,
Self-Supervised Learning (SSL) has become a prevailing
paradigm to learn embeddings without human-annotated la-
bels (Wu et al. 2021b; Zheng et al. 2022). Despite its great
performance on downstream tasks (e.g., node classification),
most of the methods are designed for homogeneous graphs
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Figure 1: Example of a bipartite graph and its unique local
and global properties. Locally, the dashed curves are implicit
intra-type connections. Globally, the green line shows the
inter-connection between the co-clusters, i.e., bio-engineer
and electronic devices.

(You et al. 2020; Zhu et al. 2021; Feng et al. 2022a; Zhou
et al. 2022; Zheng et al. 2021; Wang et al. 2023; Ding et al.
2023) and heterogeneous graphs (Park et al. 2020; Jing,
Park, and Tong 2021; Wang et al. 2021b; Fu et al. 2020; Yan
et al. 2022). These methods are usually sub-optimal to bipar-
tite graphs (Gao et al. 2018), and therefore, several methods
have been specifically proposed for bipartite graphs. BiNE
(Gao et al. 2018) and BiANE (Huang et al. 2020) learn em-
beddings by maximizing the similarity of neighbors sam-
pled by random walks; NeuMF (He et al. 2017) and NGCF
(Wang et al. 2019) train neural networks by reconstructing
the edges; BiGI (Cao et al. 2021), SimGCL (Yu et al. 2022)
and COIN (Jing et al. 2022b) further improve the quality of
embeddings via contrastive learning.

The aforementioned methods are mainly based on con-
trastive learning, which learns node embeddings by discrim-
inating positive node pairs (e.g., local neighbors) and neg-
ative node pairs (e.g., unconnected nodes). The success of
contrastive learning heavily relies on the careful treatment
of large-scale negative node pairs (e.g., adaptive selection
of negative samples) (Grill et al. 2020). There still lacks
a principled mechanism to efficaciously construct desirable
negative node pairs, which may cause computational bur-
den (Thakoor et al. 2021; Zheng, Zhu, and He 2023) and
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semantic errors (Li, Jing, and Tong 2022). Recently, BGRL
(Thakoor et al. 2021) and AFGRL (Lee, Lee, and Park 2022)
propose to learn node embeddings without negative pairs
for homogeneous graphs via bootstrapping. However, these
non-contrastive methods cannot be effectively applied to bi-
partite graphs due to their incapability of capturing unique
properties of bipartite graphs.

As shown in Fig. 1, bipartite graphs have their unique lo-
cal and global properties. Locally, besides the explicit inter-
type connections (solid lines), the implicit intra-type syn-
ergies are also important (the dashed curves). In Fig. 1, it
is very likely that a user (the girl software engineer) will
buy the item (the monitor) that was bought by a similar
user (the boy software engineer). Globally, the two node
types are inter-connected, and thus their cluster-level seman-
tics are inherently synergistic. For example, users and items
in Fig. 1 can be clustered based on their professions (soft-
ware engineers and bio-engineer) and usage (electronic de-
vices and biological devices). The relationship among these
co-clusters is not a simple one-to-one correspondence, e.g.,
software engineers ~ electronic devices and bio-engineer
~ biological devices. In fact, they are inherently inter-
connected: the bio-engineer cluster is also connected to the
electronic device cluster. Neither independently nor equally
treating these co-clusters could capture such a synergy.

In this paper, we introduce a novel synergistic representa-
tion learning model (STERLING) for bipartite graphs. Com-
pared with bipartite contrastive learning methods, STER-
LING is a non-contrastive SSL method that does not require
negative node pairs. Compared with SSL methods on gen-
eral graphs, STERLING captures both local and global prop-
erties of bipartite graphs. For the local synergies, we max-
imize the similarity of the positive node embedding pairs.
When creating positive node pairs, not only do we consider
the inter-type synergies (e.g., connected users and items),
but also the intra-type synergies (e.g., similar users). For
the global synergies, we introduce a simple end-to-end deep
co-clustering model to produce co-clusters of the two node
types, and we capture the global cluster synergies by max-
imizing the mutual information of the co-clusters. We fur-
ther present the theoretical analysis and empirical evaluation
of STERLING. In theoretical analysis, we prove that maxi-
mizing the mutual information of co-clusters increases the
mutual information of the two node types in the embedding
space. This theorem indicates that maximizing the mutual
information of co-clusters could improve the connectivity of
two node types in the embedding space. In empirical eval-
uation, we extensively evaluate STERLING on various real-
world datasets and tasks to demonstrate its effectiveness.

The major contributions are summarized as follows:

* A novel SSL model (STERLING) is proposed for bipar-

tite graphs, which preserves local and global synergies of
bipartite graphs and does not require negative node pairs.

* Theoretical analysis shows that STERLING improves the
connectivity of the two node types in embedding space.

¢ Extensive evaluation is conducted to demonstrate the ef-
fectiveness of the proposed STERLING.
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Related Work

Graph Embedding. Graphs are ubiquitous in real-world
applications, e.g., social network (Goyal and Ferrara 2018;
Zheng et al. 2023; Yan, Zhang, and Tong 2021; Zeng et al.
2023a), finance (Zhou et al. 2020; Jing, Tong, and Zhu
2021) and natural language processing (Wu et al. 2021a;
Jing et al. 2021; Yan et al. 2021). A fundamental challenge
of graph representation learning is to extract informative
node embeddings (Wu et al. 2021b; Zeng et al. 2023c). Early
methods DeepWalk (Perozzi, Al-Rfou, and Skiena 2014),
node2vec (Grover and Leskovec 2016), LINE (Tang et al.
2015) use the random walk to sample node pairs and max-
imizes their similarities. Contrastive learning methods, e.g.,
DGI (Velickovic et al. 2019) GraphCL (You et al. 2020),
GCA (Zhu et al. 2021) and ARIEL (Feng et al. 2022b), learn
embeddings by discriminating positive and negative node
pairs. Recently, some non-contrastive methods are proposed.
BGRL (Thakoor et al. 2021) and AFGRL (Lee, Lee, and
Park 2022) learn embeddings via bootstrapping, and Graph-
MAE (Hou et al. 2022) learns embeddings by reconstructing
the full graph from the masked graph. All of these methods
are designed for homogeneous graphs, yet many real-world
graphs are heterogeneous (Hu et al. 2020; Yan et al. 2023a;
Zeng et al. 2023b). Metapath2vec (Dong, Chawla, and
Swami 2017) extends node2vec to heterogeneous graphs.
DMGI (Park et al. 2020) and HDMI (Jing, Park, and Tong
2021) extends DGI to heterogeneous graphs. HeCo (Wang
et al. 2021b) and X-GOAL (Jing et al. 2022a) introduces co-
contrastive learning and prototypical contrastive learning for
heterogeneous graphs. Although they achieved impressive
performance on downstream tasks (e.g., classification), they
are not tailored for bipartite graphs and usually have sub-
optimal performance compared with bipartite graph meth-
ods on tasks such as recommendation and link prediction.
Bipartite Graph Embedding. Bipartite graphs have been
widely used to model interactions between two disjoint node
sets (He et al. 2020; Mao et al. 2021; Yan et al. 2023b;
Zhang et al. 2023). Early methods such as BiNE (Gao et al.
2018) and BiANE (Huang et al. 2020) learn node embed-
dings based on biased random walks. IGE (Zhang et al.
2017) learns node embeddings based on the direct connec-
tion between nodes and edge attributes. PinSage (Ying et al.
2018) combines graph convolutional network with random
walks. Collaborative filtering methods are also popular for
bipartite graphs (Wei et al. 2020). NeuMF (He et al. 2017) is
the first neural collaborative filtering method. NGCF (Wang
et al. 2019) incorporates high-order collaborative signals
to improve the quality of embeddings. DirectAU (Wang
et al. 2022) learns node embeddings from the perspective of
alignment and uniformity. In recent years, contrastive learn-
ing has been applied to bipartite graph. BiGI (Cao et al.
2021) extends DGI to from homogeneous graphs to bipar-
tite graphs. SIimGCL (Yu et al. 2022) and COIN (Jing et al.
2022b) use InfoNCE (Oord, Li, and Vinyals 2018) as the
loss. AdaGCL (Jiang, Huang, and Huang 2023) uses con-
trastive loss as an auxiliary signal for the recommendation
task. Different from these contrastive methods, STERLING
does not require any negative node pairs, and further ex-
plores the synergies among co-clusters.
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Figure 2: Overview of STERLING. &, P and C are the encoder, projector and cluster network. 6 and ¢ are parameters of the
online and target networks. 6 is updated by optimizing objectives, ¢ is updated via Exponential Moving Average (EMA) of 6.

For details, please refer to the methodology section.

Co-Clustering. Co-clustering aims to partition rows and
columns of a co-occurrence matrix into co-clusters simul-
taneously. In practice, co-clustering algorithms usually have
impressive improvements over traditional one-way cluster-
ing algorithms (Xu et al. 2019). CClInfo (Dhillon, Mallela,
and Modha 2003) co-clusters matrices via a mutual infor-
mation based objective. SCC (Dhillon 2001) is based on
spectral analysis. BCC (Shan and Banerjee 2008), LDCC
(Shafiei and Milios 2006) and MPCCE (Wang et al. 2011)
are Bayesian approaches. CCMod (Ailem, Role, and Nadif
2015) obtains co-clusters by maximizing graph modularity.
SCMK (Kang, Peng, and Cheng 2017) is a kernel based
method. DeepCC (Xu et al. 2019) is a deep learning based
co-clustering method, which uses an auto-encoder to extract
embeddings, a deep Gaussian mixture model to obtain co-
cluster assignments, and a fixed input prior distribution to
regularize co-clusters. Different from DeepCC, STERLING
uses non-contrastive SSL to extract embeddings which can
be used for various downstream tasks, and its loss function
for co-clustering is simple and the joint distribution of dif-
ferent nodes is learned from data.

Preliminary

Self-Supervised Learning on Bipartite Graphs. Given a
bipartite graph G = (U, V| E), where U, V are disjoint node
sets, and £ C U x V is the edge set, the task is to extract
informative node embeddings U,V € RIVI*? from G. We
use u, v and u, v to denote elements for U, V and U, V.
Co-Clustering. Given a bipartite graph G, co-clustering
maps U, V into Nx < |U|, N1, < |V] clusters via function
cg, which produces the probabilities of cluster assignments
p(k|u), p(lJv) for nodes u, v. Here k, [ are cluster indices.
We use K, L to denote random variables of co-clusters.

Methodology
Overview of STERLING

An overview of STERLING is shown in Fig. 2. For local
synergies, our idea is to obtain the node embeddings via
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an encoder & and maximize the similarity of positive node
embedding pairs without minimizing the similarity of neg-
ative pairs (e.g., randomly sampled node pairs). The pos-
itive pairs are selected based on both inter-type and intra-
type synergies. The inter-type U-V positive pairs are the
connected u-v pairs (e, € E). The intra-type U-U (or V-
V') positive pairs are selected based on the k-NN wu-u (or
v-v) pairs. The pair (ug, vy) in Fig. 2 is an exemplar pos-
itive pair as they are connected in G: e,,, € E. However,
directly maximizing the similarity of (ug, vg) without min-
imizing the similarity of negative pairs may result in mode
collapse (e.g., mapping all nodes to the same embedding)
(Grill et al. 2020). To address this issue, following (Grill
et al. 2020), we use a target encoder £, to obtain the boot-
strapped target embeddings (ug,Vvy), and also project the
original online embeddings (ug, v¢) into (g, V) via a pro-
jector Py = (P§,PY), which could potentially add noise
to the original embeddings (ug, vg). Then we maximize the
similarity of (Qg, v) and (Vg, u,). We denote fo = Ppo &y
as the online local network and f, = & as the target local
network. fp and f, are updated alternatively. fy is trained
by maximizing the similarity of positive node pairs £;,. and
fe is updated via the Exponential Moving Average (EMA)
of0: ¢« 19+ (1—7)0,7€[0,1].

For global synergies, we use a co-clustering network
go = Cy = (C§,C}) to obtain the co-cluster probabilities
p(k|tg), p(l|ve). Since neural networks P are treated as an
invective function in practice (Vincent et al. 2008), and thus
p(klag) = p(k[ug), p(l|ve) = p(k[uy). The global objec-
tive Ly is to maximize the mutual information of the co-
clusters K and L. The global objective L is also used to
update fy. Note that co-clustering and mutual information
calculation does not require negative node pairs.

After training, we use the online embeddings ug, vy and
co-cluster probabilities p(k|ug), p(I|vg) for downstream
tasks. cp = gy o fy is the final co-clustering function.

In the following content, we introduce local objective and
global objective in detail. Then we introduce the overall ob-
jective and provide theoretically analysis.
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Local Objective

There are two kinds of local synergies among nodes in bi-
partite graphs: the explicit inter-type (U-V') and the implicit
intra-type synergies (U-U, V-V). The local objective L.
captures both inter and intra-type synergies by maximizing
the similarities of the inter and intra-type positive node pairs.
Inter-Type Synergies. Node embeddings uy and vy should
be similar if u, v are connected e,, € FE. Rather than di-
rectly maximizing the similarity of (ug,vy), we maximize
the similarity of the projected online embedding g and the
target embedding v, as well as v and uy:
AL Vo U

sl - llvoll — [1vall - [[ug]|
Note that when updating 6 via the above objective function
(as well as the following objective functions), ¢ is fixed. ¢ is
updated via EMA after 6 is updated. This practice could ef-
fectively avoid the mode collapse problem (Grill et al. 2020).
Intra-Type Synergies. If u,u’ € U are highly correlated,
then their embeddings should have a high similarity score'.
We determine the similarity of u, u’ from the perspectives of
both graph structure and hidden semantics.

For the structure information, we use the Adamic-Adar
(AA) index (Adamic and Adar 2003), which is the inverse
log frequency (or degree) of the shared neighbors of u, u':

1
aa I ' = 2
el )= D ot @

where V,,,,» C V is the set of v that connects with both u and
u'; d,, is the degree of v. Essentially, the AA index calculates
the second-order structure proximity and it has two charac-
teristics: (1) the more common neighbors « and u’ share, the
higher the AA index will be; (2) the lower the degree d,, of
the shared neighbor v, the higher the importance of v.

For the semantic information, given a node u, we deter-
mine its semantic similarity with another node v’ by:

Luv =

ey

T4
uyu
Semp(u,u') = —2—2 3)
[ ]
The final similarity score between v and v’ is thus:
s(u,u') = Saa(u,u’) - Semp(u, u’) 4)

Given u € U, we select its k-Nearest-Neighbors (k-NN),
i.e., top-K similar nodes, from U to construct positive pairs.
Similar to £,,, in Equation (1), the loss for each w is:

-1 (

N,
knn ek NN(u)

~T
uy uy,

[|ag]] - [[ugl|

i
i
Uy Uy

L, = =
’ 0] - [Juy|l

) )

where Ng.,,, is the number of the selected neighbors. Note

that for each v € V, we use the same strategy as v € U

described above to obtain L, :

o A

- S /
Nknn ' ENN(v) | ‘Vg | I | |V¢) ‘ |

~/T
Vg Vo

c =
: V] - [[vell

) (6)

"For clarity, we only use U-U synergies to describe our method.
V-V synergies are captured in the same way as U-U.
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Local Objective Function. During training, given a con-
nected pair (u, v), its local objective is:

£loc = )\uvﬁuv + A'uxcu + A'uLv
where L, L, and L, are obtained from Eq. (1)(5)(6).

)

Global Objective

The two types of nodes U, V are inherently correlated, and
thus so as their clusters K, L, as illustrated by the green
link in Fig. 1. Jointly co-clustering U and V usually pro-
duce better results than traditional one-side clustering (Xu
et al. 2019). In this paper, we introduce a simple end-to-end
co-clustering algorithm to capture the global cluster synergy
by maximizing the mutual information of the co-clusters
I(K; L). According to the definition of mutual information,
to calculate I(K; L), we need to obtain the joint distribution
p(k, 1) and marginal distributions p(k) and p(l). We decom-
pose p(k, 1) by two other easy-to-obtain distributions p(u, v)
and p(k, l|u,v) via p(k,l) = >, , p(k,l|u,v)p(u,v). In
the following content, we first introduce the joint distri-
bution p(u,v), then introduce the conditional probability
p(k,l|u,v), and finally introduce the global objective L g5.
Joint Distribution p(u,v). The joint distribution p(u,v)
characterizes the connectivity of u, v. Instead of simply de-
riving p(u,v) from the edges F and treating p(u,v) as a
fixed prior in (Xu et al. 2019), STERLING learns p(u, v) to
encode both structure and semantic information.

For the structure information, we build an n-hop metapath
(Dong, Chawla, and Swami 2017) between u and v to find
potential links between them. The 1-hop U-V metapath is
the original U-V graph, and the 2-hop U-V metapath is the
U-V-U-V graph. We denote A, as the adjacency matrix
of the n-hop u-v metapath.

For the semantic information, we construct A.,,;, from
the extracted node embeddings:

1
where Uy, Vy are online embeddings and U, V, are target
embeddings, J is an activation function. We further filter out
noisy connections by reseting the small values as 0:

®)

€))

where 1 and o are the mean and standard deviation of A3,
and « is a tunable threshold.
Finally, the joint distribution p(U, V') is given by:

Acp = maX(Aemb7 M+ O‘O')

%Ameta © Aemb
where Z is a normalization factor, ® is Hadamard product.
Conditional Distribution p(k,!|u,v). As for p(k,l|u,v),
we obtain it via neural networks. We first extract the on-
line node embeddings Uy and Vy from the input bipartite
graph G = (U, V, E) via &. Then we apply the function
Co o Py (CY o PY,CY o PY) over ug and vy to ob-
tain the co-cluster probabilities p(k|ug) and p(I|vg). Since
neural networks are usually treated as deterministic and in-
jective functions in practice (Vincent et al. 2008), we have

p(UV) = (10)
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p(k,l|lu,v) = p(k,lug, ve). Furthermore, since C§ o PY
and C) o P} have separate sets of parameters, it is natural
to have p(k,l|ug,vy) = p(k|ug)p(l|ve). Hence, we have
p(k, 1, 0) = p(Klus)p(lve).

Global Objective Function. Combining the conditional dis-
tribution p(k, l|u, v) = p(k|uy)p(l|ve) with the joint distri-
bution p(u, v) obtained from Equation (10), we have:

p(k, 1) =Y p(klug)p(l[ve)p(u,v) (11)

Then we could easily obtain the marginal distributions

p(k) = > p(k, 1), p(1) = > 4 p(k,1). Since p(k,1), p(k)
and p(l) are calculated by neural networks, we can directly
maximize I(K; L). The global loss L is given by:

Nk Np

p(k, 1)
Lop=—1(K;L)=— k,l)log ———F~ (12)
Overall Objective
The overall objective function of STERLING is:
L= ﬁloc + £glb (13)

Theoretical Analysis

Theorem 1 shows that I(Up; Vy) is lower bounded by
I(K; L), indicating that maximizing I (K; L) (or minimiz-
ing L) could improve the connectivity of Uy and Vg in
the embedding space. This theorem is corroborated by vi-
sualization results in Fig. 4a-4b in the Experiment section.
Please refer to Appendix for the proof.

Theorem 1 (Information Bound). The mutual information
1(Uy; Vi) of embeddings Uy and Vg is lower-bounded by

the mutual information of co-clusters I(K; L):

I(K;L) < I(Ug; Vy) (14)

Experiments
Experimental Setup

Data. Table 1 shows the summary of datasets. ML-100K and
Wiki are processed by (Cao et al. 2021), where Wiki has two
splits (50%/40%) for training. IMDB, Cornell and Citeceer
are document-keyword bipartite graphs (Xu et al. 2019).
Evaluation. For recommendation to a given user u, the score
of an item v is determined by the similarity of uy, vy, and
then items with top-K scores are selected. We use F1, Nor-
malized Discounted Cumulative Gain (NDCG), Mean Aver-
age Precision (MAP), and Mean Reciprocal Rank (MRR) as
metrics. For link prediction, given the learned embeddings
Uy, Vg, and edges E, we train a logistic regression classi-
fier, and then evaluate it on the test data. We use Area Under
ROC Curves (AUC) as the metric. For co-clustering, we as-
sign the cluster with the highest probability as the cluster
assignment for the given node, and use Normalized Mutual
Information (NMI) and accuracy (ACC) as the metrics.
Baselines. Three groups of baselines are used: (1) Bipar-
tite Graph: random-walk methods BiNE (Gao et al. 2018),
PinSage (Ying et al. 2018); matrix completion methods GC-
MC (Berg, Kipf, and Welling 2017), IGMC (Zhang and
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Dataset Task |U| V| |E|  #Class
ML-100K Recommendation 943 1,682 100,000 -
Wikipedia Link Prediction 15,000 3,214 64,095 -

IMDB Co-Clustering 617 1878 20,156 17

Cornell Co-Clustering 195 1,703 18,496 5

Citeseer Co-Clustreing 3,312 3,703 105,165 6

Table 1: Summary of the datasets.

Chen 2019); collaborative filtering methods NeuMF (He
et al. 2017), NGCF (Wang et al. 2019) DirectAU (Wang
et al. 2022); contrastive learning methods BiGI (Cao et al.
2021), SimGCL (Yu et al. 2022), COIN (Jing et al. 2022b);
(2) Graph: traditional methods DeepWalk (Perozzi, Al-
Rfou, and Skiena 2014), LINE (Tang et al. 2015), Node2vec
(Grover and Leskovec 2016), VGAE (Kipf and Welling
2016); contrastive methods GraphCL (You et al. 2020), non-
contrastive methods AFGRL (Lee, Lee, and Park 2022),
GraphMAE (Hou et al. 2022). For heterogeneous graph
methods, we compare with the random-walk method Meta-
path2vec (Dong, Chawla, and Swami 2017), and contrastive
methods DMGI (Park et al. 2020), HDMI (Jing, Park, and
Tong 2021), HeCo (Wang et al. 2021b). (3) Co-Clustering:
traditional methods CClInfo (Dhillon, Mallela, and Modha
2003), SCC (Dhillon 2001), CCMod (Ailem, Role, and
Nadif 2015) and SCMK (Kang, Peng, and Cheng 2017); the
SOTA deep learning method DeepCC (Xu et al. 2019).
Implementation. The encoder £ is a simple L-layer mes-
sage passing model u’*!) = AGG(u”, {v®¥ : ¢,, € E}),
where AGG is an aggreagation function. v(‘+1) is obtained
in a similar way. The projector P is either a Multi-Layer
Perceptron (MLP) or identity mapping. The cluster network
C is a MLP, and its final activation function is softmax. We
set N = Ny, for co-clusters. We perform grid search over
several hyper-parameters such as Ng,,, Nk, o, the num-
ber of layers, and embedding size d. We set § as absolute
activation. Please refer to Appendix for more details.

Overall Performance

Recommendation. The results on ML-100K are shown in
the left part of Table 2. The upper/middle/lower groups of
baselines are homogeneous/heterogeneous/bipartite meth-
ods respectively. Comparing the best-performing baselines
of the three groups, we observe that (1) the contrasive
homogeneous and heterogeneous methods (GraphCL and
HDMI) are competitive to each other, and non-contrastive
method AFGRL performs better than contrastive methods;
(2) the bipartite graph method SimGCL is significantly bet-
ter than GraphCL/AFGRL/HDMI. This observation demon-
strates that homogeneous and heterogeneous graph methods
perform sub-optimally on bipartite graphs as they do not
capture the synergies of bipartite graphs. STERLING further
outperforms SimGCL over all metrics, indicating the supe-
riority of the non-contrastive SSL approach over the con-
trastive approaches for bipartite graphs.

Link Prediction. The results are shown in the right part of
Table 2, where the upper/middle/lower parts are homoge-
neous/heterogeneous/bipartite methods. We could observe:
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ML-100K Wiki(50%) Wiki(40%)
Method |[F1@10NDCG@3NDCG@5NDCG@10 MAP@3 MAP@5MAP@10 MRR@3 MRR@5MRR@10| AUC AUC
DeepWalk | 1420  7.17 9.32 13.13 2.72 3.54 4.92 43.86  46.83 48.75 87.19 81.60
LINE 13.71 6.52 8.57 12.37 245 3.26 4.67 44.16 4437 46.30 66.69 64.28
Node2vec | 14.13 7.69 9.91 13.41 3.07 3.90 5.19 44.80  48.02 49.78 89.37 88.41
VGAE 11.38 6.43 8.18 10.93 2.35 2.95 3.94 39.39 4232 43.68 87.81 86.32
GraphCL | 19.46  10.13 13.24 18.17 4.17 5.65 8.04 58.04 60.67 61.97 94.40 93.67
GraphMAE | 21.28  11.35 14.67 20.11 4.66 6.22 9.01 6296  65.12 66.12 95.12 94.48
AFGRL |22.04 11.70 15.16 20.85 4.75 6.44 9.34 65.18  66.95 67.95 94.80 94.22
Metapath2vec| 14.11 7.88 9.87 13.35 2.85 3.71 5.08 4549 4874 49.83 87.20 86.75
DMGI 19.58  10.16 13.13 18.31 3.98 5.33 7.82 59.33  61.37 62.71 93.02 92.01
HDMI 20.51 11.07 14.32 19.42 4.59 6.18 8.67 6225 64.38 65.44 94.18 93.57
HeCo 19.65 11.18 14.15 18.98 4.73 6.26 8.74 58.68  60.02 61.23 94.39 93.72
PinSage |21.68 10.95 14.51 20.27 4.52 6.18 9.13 62.56  64.77 65.76 94.27 92.79
BiNE 14.83 7.69 9.96 13.79 2.87 3.80 5.24 48.14  50.94 52.51 94.33 93.15
GC-MC |20.65 10.88 13.87 19.21 441 5.84 8.43 60.60  62.21 63.53 91.90 91.40
IGMC 18.81 9.21 12.20 17.27 3.50 4.82 7.18 56.89 59.13 60.46 92.85 91.90
NeuMF 17.03 8.87 11.38 15.89 3.46 4.54 6.45 5442 56.39 57.79 92.62 91.47
NGCF 21.64 11.03 14.49 20.29 4.49 6.15 9.11 62.56  64.62 65.55 94.26 93.06
DirectAU | 21.04 11.13 14.27 19.65 4.76 6.21 8.79 59.99 6253 63.80 94.62 93.98
BiGI 2336 12.50 15.92 22.14 541 7.15 10.50  66.01  67.70 68.78 94.91 94.08
COIN 2478  13.48 17.37 23.62 5.71 7.82 11.34 7058  72.14 72.76 95.30 94.53
SimGCL | 25.19 13.51 17.62 24.08 5.73 7.94 11.62 71.31  73.02 73.77 95.22 94.62
STERLING |25.54 14.01 18.23 24.37 6.06 8.40 1193 7199 73.55 74.27 95.48 95.04

Table 2: Performance (%) of top-K recommendation on ML-100K (left), and link prediction on Wikipedia (right).

Metric| Dataset|SCC CCMod CClInfo SCMK DeepCC STERLING
IMDB (255 21.6 187 184 268 334

NMI |Cornell |28.8 189 20.6 25.7 354 37.5
Citeseer|15.2 169 17.7 21.1 298 31.6
IMDB (252 247 230 184 233 34.7

ACC |Cornell[58.9 555 566 49.6  68.7 734
Citeseer(37.4 447 43.0 502 593 63.7

Table 3: NMI (upper) & ACC (lower) for co-clustering.

(1) STERLING has the best overall performance; (2) homo-
geneous/heterogeneous approaches are sub-optimal on bi-
partite graphs; (3) the non-contrastive method (STERLING)
is better than contrastive method (COIN/SimGCL).
Co-Clustering. The results in Tables 3 show that among
all the baseline methods, DeepCC achieves the highest NMI
and ACC scores on all datasets. DeepCC obtains node em-
beddings by reconstructing the input matrix, and trains clus-
ter networks based on the fixed prior distribution derived
from the input matrix. STERLING has further improvements
over DeepCC, indicating that (1) the non-contrastive SSL is
better than the re-construction based representation learning,
and (2) the learned joint distribution p(U; V') helps improve
the performance over the fixed prior distribution.

Ablation Study

Components in L. In the upper part of Table 4, we study
the impact of each component in the loss function. (1) The
global synergies L 43, are important for all datasets. Note that
for the Cornell dataset (co-clustering task), removing L,
means we use a dummy un-trained Cy, which is a random
deterministic function mapping similar node embeddings to
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ML-100K Wiki(40%) Cornell
Method (F1@10) (AUC) (NMI)
STERLING 25.54 95.04 37.51
w/o Lgip 25.12 94.37 26.02
w/o L, 21.67 94.89 37.06
w/o L., 25.38 94.74 35.74
w/0 Ly 0.20 94.76 30.93
w/0 Apeta 2541 95.01 26.61
w/o Acmp 25.15 94.42 37.43
w/o noise filter(Eq.(9))| 25.17 94.70 36.82
abs — ReLU(Eq.(8)) | 25.20 9484  36.53
W/0 Sga 20.32 94.23 32.75
Ww/0 Semb 24.84 94.84 37.10
AA — Co-HITS 24.94 94.90 35.87

Table 4: Ablation study.

similar cluster distributions. An NMI score of 26.02 rather
than 0 means that the local loss £;,. can discover the clusters
of node embeddings to a certain degree. (2) The intra-types
synergies £, and £, have different impacts for different
datasets. For ML-100K, £, is more important, and for Wiki
and Cornell, £,, has a higher impact. (3) The inter-type syn-
ergies L., are indispensable for all datasets. Surprisingly,
for ML-100K (recommendation task) the model can barely
recommend correct items to given users. These results imply
that for simpler tasks, which only require class/cluster-level
predictions, such as link prediction (0/1 classification) and
co-clustering, the implicit intra-type synergies L., £, and
global synergies could provide a large amount of the infor-
mation needed. For harder tasks requiring precise element-
level predictions, e.g., recommendation (ranking items for a
given users), explicit inter-type information L,,,, is required.
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Figure 3: (a-c) Sensitivity analysis and (d) convergence of I(K; L) on the Cornell dataset.
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Figure 4: (a-b) T-SNE visualization on Wiki (40%). (c-d) Visualization of noise filter on ML-100K.

ML-100K Wiki(40%) Cornell
Method (F1@10) (AI(JC) : (NMI)
STERLING 25.54 95.04 37.51
Acmp = UQV%: 25.37 94.48 3692
Acny = Uy Vy 25.46 9491  35.01
Ay =UgVy 25.49 94.71  36.57
Acny = Uy V] 25.46 9436  36.09
Semb = 2(Ug vy +ugyve)| 25.40 9497  35.84
Semb = Ug Vo 25.46 94.93  36.82
Semb = U Vo 25.34 95.03  37.34
Semb = UJ Ve 25.43 94.86 3513

Table 5: Different Variants of A.,,,;, and Seop-

Components in L. The results in the middle part of Ta-
ble 4 show that: (1) A,,¢:, has more impact for Cornell and
A, 1s more influential for ML-100K and Wiki; (2) noise
filtering is useful; (3) surprisingly, the absolute activation
performs better than ReLU. We believe this is because the
datasets only record strength of connections but do not dis-
tinguish the sign (positive/negative) of connections.
Components in £;,.. The results in the lower part of Table
4 show that (1) both su4, Semp are crucial, and s,, plays a
more important role; (2) the AA index is better than another
popular index Co-HITS (Deng, Lyu, and King 2009) since
the AA index will raise the weights of the low-degree neigh-
bors, and lower the weights of the high-degree neighbors.

Other Results

Sensitivity. The sensitivity analysis on the Cornell dataset
is shown in Fig. 3a-3c. The optimal numbers of k-NN, co-
clusters and noise threshold are: Ng,, =~ 10, Ny = N >
60, and o € [—1,0]. The optimal N is larger than the real
number of classes (5), implying over-clustering is beneficial.
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Convergence of MI. Fig. 3d shows the I(K; L) of each
training iteration on the Cornell dataset. I(K; L) will con-
verge, using either the fixed or learned p(U, V'). However,
the learned p(U, V') results in higher I (K; L) in the end.
Visualization of Emb. T-SNE (Van der Maaten and Hinton
2008) visualization for embeddings of Wiki(40%) test data
is shown in Fig. 4a-4b. Each embedding is the concatenation
of a given (ug, vg) pair, which is the input of the logistic
regression classifier. These embeddings are labeled with 1/0,
indicating whether a pair is true/false. The two colors in Fig.
4a-4b correspond to the two classes. Fig. 4a-4b show that
Ly, further helps discover the underlying connectivity of
(ug, vg) and better separate embeddings of the two classes
than £;,. alone, which corroborates Theorem 1.
Visualization of Noise Filtering. We visualize the effect of
noise filtering (Eq.(9)) on ML-100K in Fig. 4c-4d. The weak
connections can be effectively filtered out since the purple
dots in Fig. 4c are removed (becomes black) after filtering in
Fig. 4d. The matrix densities (the ratio of non-zero elements)
in Fig. 4c and 4d are 100% and 35.66% respectively.
Different Variants. We show the results of different variants
of A¢pmp and Sep,p (normalization is dropped for clarity) in
Table 5, which indicate that the variants used in STERLING
has the best overall performance.

Conclusion

In this paper, we introduce a novel non-contrastive SSL
method STERLING for bipartite graphs, which preserves
both local inter/intra-type synergies and global co-cluster
synergies. Theoretical analysis indicates that STERLING
could improve the connectivity of the two node types in
the embedding space. Empirical evaluation shows that the
node embeddings extracted by STERLING have SOTA per-
formance on various downstream tasks.
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