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Abstract

Differential privacy (DP) has achieved remarkable results in
the field of privacy-preserving machine learning. However,
existing DP frameworks do not satisfy all the conditions for
becoming metrics, which prevents them from deriving better
basic private properties and leads to exaggerated values on
privacy budgets. We propose Wasserstein differential privacy
(WDP), an alternative DP framework to measure the risk of
privacy leakage, which satisfies the properties of symmetry
and triangle inequality. We show and prove that WDP has 13
excellent properties, which can be theoretical supports for the
better performance of WDP than other DP frameworks. In ad-
dition, we derive a general privacy accounting method called
Wasserstein accountant, which enables WDP to be applied in
stochastic gradient descent (SGD) scenarios containing sub-
sampling. Experiments on basic mechanisms, compositions
and deep learning show that the privacy budgets obtained
by Wasserstein accountant are relatively stable and less in-
fluenced by order. Moreover, the overestimation on privacy
budgets can be effectively alleviated. The code is available at
https://github.com/Hifipsysta/WDP.

Introduction

Differential privacy (Dwork et al. 2006b) is a mathemati-
cally rigorous definition of privacy, providing quantifiable
descriptions of the risk on leaking sensitive information. In
the early stage, researches on differential privacy mainly
focused on the issue of statistical queries (SQ) (McSherry
2009; Kasiviswanathan et al. 2011). With the risk of privacy
leakage being warned in machine learning (Wang, Si, and
Wu 2015; Shokri et al. 2017; Zhu, Liu, and Han 2019), dif-
ferential privacy has been gradually applied for privacy pro-
tection in deep learning (Shokri and Shmatikov 2015; Abadi
et al. 2016; Phan et al. 2019; Cheng et al. 2022).
However, these techniques are always constructed on the

postulation of standard DP (Dwork et al. 2006b), which only
provides the worst-case scenario, and tends to overestimate
privacy budgets under the measure of maximum divergence
(Triastcyn and Faltings 2020). Although the most commonly
applied approximate differential privacy (", �-DP) (Dwork
et al. 2006a) ignores extreme situations with small prob-
abilities by introducing a relaxation term � called failure
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probability, it is believed that (", �)-DP cannot strictly han-
dle composition problems (Mironov 2017; Dong, Roth, and
Su 2022). To address the above issues, further researches
have been considering the specific data distribution, which
can be divided into two main directions: the distribution of
privacy loss and the distribution of unique difference. For
example, concentrated differential privacy (CDP) (Dwork
and Rothblum 2016), zero-concentrated differential privacy
(zCDP) (Bun and Steinke 2016), and truncated concentrated
differential privacy (tCDP) (Bun et al. 2018) all assume that
the mean of privacy loss follows subgaussian distribution.
While Bayesian differential privacy (BDP) (Triastcyn and
Faltings 2020) considers the distribution of the only differ-
ent data entry x0. Nevertheless, they are all defined by the
upper bound of divergence, which implies that their privacy
budgets are overly pessimistic (Triastcyn and Faltings 2020).
In this paper, we introduce a variant of differential pri-

vacy from another perspective. We define the privacy bud-
get through the upper bound of the Wasserstein distance
between adjacent distributions, which is called Wasser-
stein differential privacy (WDP). From a semantic perspec-
tive, WDP also follows the concept of indistinguishabil-
ity (Dwork et al. 2006b) in differential privacy. Specifically,
for all possible adjacent databases D and D0, WDP reflects
the maximum variation of optimal transport (OT) cost be-
tween the distributions queried by an adversary before and
after any data entry change in the database.
Intuitively speaking, the advantages of WDP can be di-

vided into at least two aspects. (1) WDP focuses on indi-
viduals within the distribution, rather than focusing on the
entire distribution like divergence, which is consistent with
the original intention of differential privacy to protect indi-
vidual private information from leakage. (2) More impor-
tantly, WDP satisfies all the conditions to become a metric,
including non-negativity, symmetry and triangle inequality
(see Proposition 1-3), which is not fully possessed by pri-
vacy loss under the definition of divergence, as divergence
itself does not satisfy symmetry and triangle inequality (see
Proposition 11 in the appendix of Mironov (2017)).
The combination of DP and OT has been taken into

consideration in several existing works. Their contribu-
tions are essentially to provide privacy guarantees for com-
puting Wasserstein distance between data domains (Tien,
Habrard, and Sebban 2019), distributions (Rakotomamonjy
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and Ralaivola 2021) or graph embeddings (Jin and Chen
2022). However, our work is to compute privacy budgets
throughWasserstein distance, and the contributions are sum-
marized as follows:
Firstly, we propose an alternative DP framework called

Wasserstein differential privacy (WDP), which satisfies
three basic properties of a metric (non-negativity, symme-
try and triangle inequality), and is easy to convert with other
DP frameworks (see Proposition 9-11).
Secondly, we show that WDP has 13 excellent properties.

More notably, basic sequential composition, group privacy
among them and advanced composition are all derived from
triangle inequality, which shows the advantages of WDP as
a metric DP.
Thirdly, we derive advanced composition, privacy loss

and absolute moment under WDP, and finally develop
Wasserstein accountant to track and account privacy budgets
in subsampling algorithms such as SGD in deep learning.
Fourthly, we conduct experiments to evaluate WDP on

basic mechanisms, compositions and deep learning. Results
show that applying WDP as privacy framework can effec-
tively avoid overstating the privacy budgets.

Related Work

Pure differential privacy ("-DP) (Dwork et al. 2006b) pro-
vides strict guarantees for all measured events through max-
imum divergence. To address the long tailed distribution
generated by privacy mechanism, (", �)-DP (Dwork et al.
2006a) ignores extremely low probability events through a
relaxation term �. However, (", �)-DP is considered to an
overly relaxed definition (Bun et al. 2018) and cannot effec-
tively handle composition problems, such as leading to pa-
rameter explosion (Mironov 2017) or failing to capture cor-
rect hypothesis testing (Dong, Roth, and Su 2022). In view
of this, CDP (Dwork and Rothblum 2016) applies a sub-
gaussian assumption to the mean of privacy loss. zCDP (Bun
and Steinke 2016) capture privacy loss is a subgaussian ran-
dom variable through Rényi divergence. Rényi differential
privacy (RDP) (Mironov 2017) proposes a more general def-
inition of DP based on Rényi divergence. tCDP (Bun et al.
2018) further relaxes zCDP. BDP (Triastcyn and Faltings
2020) considers the distribution of unique different entries.
Subspace differential privacy (Gao, Gong, and Yu 2022)
and integer subspace differential privacy (Dharangutte et al.
2023) consider privacy computing scenarios with external
constraints. However, these concepts are all based on diver-
gence, so that their privacy loss does not have the property
of metrics. Although f -DP and its special case Gaussian dif-
ferential privacy (GDP) (Dong, Roth, and Su 2022) innova-
tively define privacy based on the trade-off function between
two types of errors in hypothesis testing, they are difficult to
associate with other DP frameworks.

Wasserstein Differential Privacy

In this section, we introduce the concept of Wasserstein dis-
tance and define our Wasserstein differential privacy.
Definition 1 (Wasserstein distance (Rüschendorf 2009)).
For two probability distributions P and Q defined over R,

their µ-Wasserstein distance is

Wµ (P,Q) =

✓
inf

�2�(P,Q)

Z

X⇥Y
⇢ (x, y)µd� (x, y)

◆ 1
µ

. (1)

Where ⇢(x, y) = kx� yk is the norm defined in probability
space⌦ = X⇥Y . � (P,Q) is the set for all the possible joint
distributions, and �(x, y) > 0 satisfying

R
� (x, y) dy =

P (x) and
R
� (x, y) dx = Q(y).

In practical sense, ⇢ (x, y) can be regarded as the cost for
one unit of mass transported from x to y. � (x, y) can be
seen as a transport plan representing the share to be moved
from P toQ, which measures howmuch mass must be trans-
ported in order to complete the transportation.
In particular, when µ is equal to 1, we can obtain the 1-

Wasserstein distance applied in Wasserstein generative ad-
versarial network (WGAN) (Arjovsky, Chintala, and Bottou
2017; Gulrajani et al. 2017). The successful application of
1-Wasserstein distance in WGAN should be attributed to
Kantorovich-Rubinstein duality, which effectively reduces
the computational complexity of Wasserstein distance.
Definition 2 (Kantorovich-Rubinstein distance (Kan-
torovich and Rubinshten 1958)). According to the property
of Kantorovich-Rubinstein duality, 1-Wasserstein distance
can be equivalently expressed as Kantorovich-Rubinstein
distance

K (P,Q) = sup
k'kL1

Ex⇠P ['(x)]� Ey⇠Q['(y)]. (2)

Where ' : X ! R is the so-called Kantorovich potential,
giving the optimal transport map by a close-form formula.
Where k'kL is the Lipschitz bound of Kantorovich poten-
tial, k'kL  1 indicates that ' satisfies the 1-Lipschitz con-
dition with

k'kL = sup
x 6=y

⇢ ('(x),'(y))

⇢ (x, y)
. (3)

Definition 3 ((µ, ")-WDP). A randomized algorithm M is
said to satisfy (µ, ")-Wasserstein differential privacy if for
any adjacent datasetsD,D0

2 D and all measurable subsets
S ✓ R the following inequality holds

Wµ (Pr[M (D) 2 S], P r[M (D0) 2 S]) =
✓

inf
�2�(PrM(D),PrM(D0))

Z

X⇥Y
⇢ (x, y)µd� (x, y)

◆ 1
µ

 ".

(4)
Where M(D) and M(D0) represent two outputs when al-
gorithm M respectively performs on dataset D and D0.
Pr[M (D) 2 S] and Pr[M (D0) 2 S] are the probability
distributions, also denoted as PrM(D) and PrM(D0) in
this paper. The value of Wµ (PrM (D), P rM (D0)) is the
privacy loss under (µ, ")-WDP and its upper bound " is
called privacy budget.
Symbolic representations. WDP can also be represented
as Wµ(M(D),M(D0))  ". To emphasize the in-
puts are two probability distributions, we denote WDP as
Wµ(PrM(D), P rM(D0))  ". To avoid confusion, we also
represent RDP as D↵(PrM(D)kPrM(D0))  ", although
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the representationD↵(M(D)kM(D0))  " implies that the
results depend on the randomized algorithm and the queried
data. They are both reasonable because M(D) can be seen
as a random variable that satisfiesM(D) ⇠ PrM(D).
For the convenience on computation, we define Kan-

torovich Differential Privacy (KDP) as an alternative way
to obtain privacy loss or privacy budget under (1, ")-WDP.
Definition 4 (Kantorovich Differential Privacy). If a ran-
domized algorithm M satisfies(1, ")-WDP, which can also
be written as the form of Kantorovich-Rubinstein duality

K (PrM (D), P rM (D0)) =

sup
k'kL1

Ex⇠PrM(D)['(x)]� Ex⇠PrM(D0)['(x)]  ". (5)

"-KDP is equivalent to (1, ")-WDP, and can be com-
puted more efficiently through duality formula based on
Kantorovich-Rubinstein distance.

Properties of WDP

Proposition 1 (Symmetry). Let M be a (µ, ")-WDP algo-
rithm, for any µ � 1 and " � 0 the following equation holds

Wµ(PrM (D) ,P rM (D0))

=Wµ (PrM (D0) , P rM (D))  ".
(6)

The symmetric property of (µ, ")-WDP is implied in its
definition. Specifically, the joint distribution �(·) satisfies
�(PrM(D0), P rM(D)) = �(PrM(D), P rM(D0)). In ad-
dition, Kantorovich differential privacy also satisfies this
property and the proof is available in the appendix.
Proposition 2 (Triangle Inequality) Let D1, D2, D3 2 D

be three arbitrary datasets. Suppose there are fewer differ-
ent data entries between D1 and D2 compared with D1 and
D3, and the differences between D1 and D2 are included
in the differences between D1 and D3. For any randomized
algorithm M satisfies (µ, ")-WDP with µ � 1, we have

Wµ(PrM(D1),P rM(D3))

Wµ(PrM(D1), P rM(D2))

+Wµ(PrM(D2), P rM(D3)).

(7)

The proof is available in the appendix, and Minkowski’s
inequality is applied in the deduction process. Proposition
2 can also be understood as the cost that converting from
PrM(D1) to PrM(D2) and then to PrM(D3) is not lower
than the cost that converting from PrM(D1) to PrM(D3)
directly. Triangle inequality is indispensable in proving sev-
eral properties, such as basic sequential composition (see
Proposition 6), group privacy (see Proposition 13) and ad-
vanced composition (see Theorem 1).
Proposition 3 (Non-Negativity). For µ � 1
and any randomized algorithm M, we have
Wµ(PrM(D), P rM(D0)) � 0.
Proof. See proof of Proposition 3 in the appendix.
Proposition 4 (Monotonicity). For 1  µ1  µ2, we have
Wµ1(PrM(D), P rM(D0))  Wµ2(PrM(D), P rM(D0)),
or we can equivalently described this proposition as (µ2, ")-
WDP implies (µ1, ")-WDP.

The proof is available in the appendix, and the derivation
is completed with the help of Lyapunov’s inequality.

Proposition 5 (Parallel Composition). Suppose a dataset
D is divided into n parts disjointly which are denoted
as Di, i = 1, 2, · · · , n. Each randomized algorithm Mi

performed on different seperated datasets Di respectively.
If Mi : D ! Ri satisfies (µ, "i)-WDP for i =
1, 2, · · · , n, then the set of randomized algorithms M =
{M1,M2, · · · ,Mn} satisfies (µ, max{"1, "2, · · · , "n})-
WDP.
Proof. See proof of Proposition 5 in the appendix.
Proposition 6 (Sequential Composition). Consider a series
of randomized algorithms M = {M1, · · · ,Mi, · · · ,Mn}

performed on a dataset sequentially. If any Mi : D ! Ri

satisfies (µ, "i)-WDP, thenM satisfies (µ,
Pn

i=1 "i)-WDP.
Proof. See proof of Proposition 6 in the appendix.
Proposition 7 (Laplace Mechanism). If an algorithm f :
D ! R has sensitivity �pf and the order µ � 1, then the
Laplace mechanism ML = f (x) + Lap (0,�) preserves✓
µ, 1

2�pf
⇣p

2 [1/�+ exp(�1/�)� 1]
⌘ 1

µ

◆
-WDP.

Proof. See proof of Proposition 7 in the appendix.
Proposition 8 (Gaussian Mechanism). If an algorithm f :
D ! R has sensitivity �pf and the order µ � 1, then the
Gaussian mechanism MG = f (x) + N

�
0,�2

�
preserves⇣

µ, 1
2 (�pf/�)

1
µ

⌘
-WDP.

The proof of Gaussian mechanism is available in the ap-
pendix. The relation between parameters and privacy bud-
gets in Laplace mechanism and Gaussian mechanism are
summarized in Table 1.
Proposition 9 (From DP to WDP) If M pre-
serves "-DP with sensitivity �f , it also satisfies⇣
µ, 1

2�pf (2" · (e" � 1))
1
2µ

⌘
-WDP.

Proof. See proof of Proposition 9 in the appendix.
Proposition 10 (From RDP to WDP) If M pre-
serves (↵, ")-RDP with sensitivity �pf , it also satisfies⇣
µ, 1

2�pf (2")
1
2µ

⌘
-WDP.

Proof. See proof of Proposition 10 in the appendix.
Proposition 11 (From WDP to RDP and DP) Suppose
µ � 1 and log(pM(·)) is an L-Lipschitz function. If M
preserves (µ, ")-WDP with sensitivity �pf , it also satisfies⇣
↵, ↵

↵�1L · "µ/(µ+1)
⌘
-RDP. Specifically, when ↵ ! 1,M

satisfies
�
L · "µ/(µ+1)

�
-DP.

The proof is available in the appendix. Where pM(·) is
the probability density function of distribution PrM(·).
Proposition 12 (Post-Processing). Let M : D ! R be a
(µ, ")-Wasserstein differentially private algorithm. Let G :
R ! R

0 be an arbitrary randomized mapping. For any order
µ 2 [1,1) and all measurable subsets S ✓ R, G(M)(·) is
also (µ, ")-Wasserstein differentially private, namely
Wµ (Pr[G(M(D)) 2 S], P r[G(M(D0)) 2 S])  ". (8)

proof. See proof of Proposition 12 in the appendix.
Proposition 13 (Group Privacy). Let M : D 7! R be a
(µ, ")-Wasserstein differentially private algorithm. Then for
any pairs of datasets D,D0

2 D differing in k data entries
x1, · · · , xk for any i = 1, · · · , k,M is (µ, k")-Wasserstein
differentially private.
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Differential Privacy Framework Laplace Mechanism Gaussian Mechanism

DP 1/� 1

RDP for order ↵
↵ > 1: 1

↵�1 log
n

↵
2↵�1 exp

�
↵�1
�

�
+ ↵�1

2↵�1 exp
�
�

↵
�

�o

↵/(2�2)

↵ = 1: 1/�+ exp (�1/�)� 1

WDP for order µ 1
2�pf

⇣p
2 [1/�+ exp(�1/�)� 1]

⌘ 1
µ 1

2 (�pf/�)
1
µ

Table 1: Privacy budgets of DP, RDP and WDP for Basic Mechanisms. The Laplace mechanism and Gaussian mechanism of
DP and RDP with sensitivity 1 are obtained from Table 2 in Mironov (2017). When it comes to WDP, the sensitivity �pf can
be an arbitrary positive constant.

Proof. See proof of Proposition 13 in the appendix.

Implementation in Deep Learning

Advanced Composition

To derive advanced composition under WDP, we first define
generalized (µ, ")-WDP.
Definition 5 (Generalized (µ, ")-WDP) A randomized
mechanism M is generalized (µ, ")-Wasserstein differen-
tially private if for any two adjacent datasets D,D0

2 D

holds that

Pr[Wµ(PrM(D), P rM(D0)) � "]  �. (9)

According to the above definition, we find that (µ, ")-WDP
can be regarded as a special case of generalized (µ, ")-WDP
when � tends to zero.
Definition 5 is helpful for designing Wasserstein accoun-

tant applied in private deep learning, and we will deduce
several necessary theorems based on this notion in the fol-
lowing.
Theorem 1 (Advanced Composition) Suppose a random-
ized algorithm M consists of a sequence of (µ, ")-WDP al-
gorithms M1,M2, · · · ,MT , which perform on dataset D
adaptively and satisfyMt : D ! Rt, t 2 {1, 2, · · · , T}.M
is generalized (µ, ")-Wasserstein differentially private with
" > 0 and µ � 1 if for any two adjacent datasetsD,D0

2 D

hold that

exp

"
�

TX

t=1

E(Wµ(PrMt(D), P rMt(D
0)))� �"

#
 �.

(10)
Where � is a customization parameter that satisfies � > 0.
Proof. See proof of Theorem 1 in the appendix.

Privacy Loss and Absolute Moment

Theorem 2 Suppose an algorithm M consists of a se-
quence of private algorithms M1,M2, · · · ,MT protected
by Gaussian mechanism and satisfying Mt : D ! R,
t = {1, 2, · · · , T}. If the subsampling probability, scale pa-
rameter and l2-sensitivity of algorithm Mt are represented
by q 2 [0, 1], � > 0 and dt � 0, then the privacy loss under

WDP at epoch t is

Wµ (PrMt(D), P rMt(D
0)) = inf

dt

"
nX

i=1

E (|Zti|
µ)

# 1
µ

,

Zt ⇠ N
�
qdt, (2� 2q + 2q2)�2

�
. (11)

Where PrMt(D) is the outcome distribution when perform-
ing Mt on D at epoch t. dt = kgt � g0tk2 represents the l2
norm between pairs of adjacent gradients gt and g0t. In ad-
dition, Zt is a vector follows Gaussian distribution, and Zti

represents the i-th component of Zt.
Proof. See proof of Theorem 2 in the appendix.
Note that E (|Zti|

µ) is the µ-order raw absolute moment
of the Gaussian distributionN

�
qdt, (2� 2q + 2q2)�2

�
. We

know that the raw moment of a Gaussian distribution can be
obtained by taking the µ-th order derivatives of the moment
generating function with respect to z. Nevertheless, we do
not adopt such an indirect approach. We successfully derive
a direct formula, as shown in Lemma 1.
Lemma 1 (Raw Absolute Moment) Assume that Zt ⇠

N (qdt, (2 � 2q + 2q2)�2), we can obtain the raw absolute
moment of Z as follow

E (|Zt|
µ) = (2V ar)

µ
2
GF

�µ+1
2

�
p
⇡

K

✓
�
µ

2
,
1

2
;�

q2d2t
2V ar

◆
.

(12)

Where V ar represents the Variance of random variable Z,
and can be expressed as V ar = (2�2q+2q2)�2.GF

�µ+1
2

�

represents Gamma function as follow

GF

✓
µ+ 1

2

◆
=

Z 1

0
x

µ+1
2 �1e�xdx, (13)

andK
⇣
�

µ
2 ,

1
2 ;�

q2d2
t

2V ar

⌘
represents Kummer’s confluent hy-

pergeometric function as
1X

n=0

q2ndt
2n

n! · 4n(1� q + q2)n�2n

nY

i=1

µ� 2i+ 2

1 + 2i� 2
. (14)

proof. Our mathematical deduction is based on the work
from Winkelbauer (2012), and the proof is available in the
appendix.
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Wasserstein Accountant in Deep Learning

Next, we will deduce Wasserstein accountant applied in pri-
vate deep learning. We obtain Theorem 3 based on the above
preparations including advanced composition, privacy loss
and absolute moment under WDP.
Theorem 3 (Tail Bound) Under the conditions described in
Theorem 2, M satisfies (µ, ")-WDP for

log � = �
TX

t=1

inf
dt

"
E

nX

i=1

(|Zti|
µ)

# 1
µ

� �". (15)

Where Z ⇠ N
�
qdt, (2� 2q + 2q2)�2

�
and dt = kgt �

g0tk2. The proof of Theorem 3 is available in the appendix.
In another case, if we have determined � and want to know
the privacy budget ", then we can utilize the result in Corol-
lary 1.
Corollary 1 Under the conditions described in Theorem 2,
M satisfies (µ, ")-WDP for

" =
TX

t=1

inf
dt

"
nX

i=1

E (|Zti|
µ)

# 1
µ

�
1

�
log�. (16)

Corollary 1 is more commonly used than Theorem 3 since
the total privacy budget generated by an algorithm plays a
more important role in privacy computing.

Experiments

The experiments in this paper consist of four parts. Firstly,
we test Laplace Mechanism and Gaussian Mechanism un-
der RDP and WDP with ever-changing orders. Secondly, we
carry out the experiments of composition and compare our
Wasserstein accountant with Bayesian accountant and mo-
ments accountant. Thirdly, we consider the application sce-
nario of deep learning, and train a convolutional neural net-
work (CNN) optimized by differentially private stochastic
gradient descent (DP-SGD) (Abadi et al. 2016) on the task
of image classification. At last, we demonstrate the impact
of hyperparameter variations on privacy budgets. All the ex-
periments were performed on a single machine with Ubuntu
18.04, 40 Intel(R) Xeon(R) Silver 4210R CPUs@ 2.40GHz,
and two NVIDIA Quadro RTX 8000 GPUs.

Basic Mechanisms

We conduct experiments to test Laplace Mechanism and
Gaussian Mechnism under RDP and WDP. Our experiments
are based on the results of Proposition 7, 8 and Table 1. We
set the scale parameters of Laplace mechanism and Gaus-
sian mechanism as 1, 2, 3 and 5 respectively. The order µ
of WDP is allowed to varies from 1 to 10, and so is the or-
der ↵ of RDP. We plot the values of privacy budgets " with
increasing orders, and the results are shown in Figure 1.
We can observe that the privacy budgets of WDP increase

with µ growing, which corresponds to our monotonicity
property (see Proposition 4). More importantly, we find that
the privacy budgets of WDP are not susceptible to the order
µ, because their curves all exhibit slow upward trends. How-
ever, the privacy budgets of RDP experience a steep increase

under Gaussian mechanism when the noise scale equals 1,
simply because its order ↵ increases. In addition, the slopes
of RDP curves with different noise scales are significantly
different. These phenomena lead users to confusion about
order selection and risk assessment through privacy budgets
when utilizing RDP.

Composition

For the convenience of comparison, we adopt the same set-
tings as the composition experiment in Triastcyn and Falt-
ings (2020). We imitate heavy-tailed gradient distributions
by generating synthetic gradients from a Weibull distribu-
tion with 0.5 as its shape parameter and 50 ⇥ 1000 as its
size.
The hyper-parameter � remains unchanged after being set

as 0.2, and the threshold of gradient clipping C is set to
{0.05, 0.50, 0.75, 0.99}-quantiles of gradient norm in turns.
To observe the original variations of their privacy budgets,
we do not clip gradients. Thus, C only affects Gaussian
noise with variance C2�2 in DP-SGD (Abadi et al. 2016)
in this experiment. In addition, we also provide the com-
position results with gradient clipping in the appendix for
comparison.
In Figure 2, we have the following key observations. (1)

The curves obtained from Wasserstein accountant (WA) al-
most replicate the changes and trends depicted by the curves
obtained from moments accountant (MA) and Bayesian ac-
countant (BA). (2) The privacy budgets under WA are al-
ways the lowest, and this advantage becomes more signifi-
cant with C increasing.
The above results show that Wasserstein accountant can

retain the privacy features expressed by MA and BA at a
lower privacy budget.

Deep Learning

We adopt DP-SGD (Abadi et al. 2016) as the private op-
timizer to obtain the privacy budgets under MA, BA and
our WA when applying a CNN model designed by Triast-
cyn and Faltings (2020) to the task of image classification on
four baseline datasets including MNIST (Lecun et al. 1998),
CIFAR-10 (Krizhevsky and Hinton 2009), SVHN (Netzer
et al. 2011) and Fashion-MNIST (Xiao, Rasul, and Vollgraf
2017).
In the experiment of deep learning, we allow different DP

frameworks to adjust the noise scale � according to their
own needs. The reasons are as follows: (1) MA supported
by DP can easily lead to gradient explosion when the noise
scale is small, thus � can only take a relatively larger value to
avoid this situation. However, an excessive noise limits the
performance of BDP and WDP. (2) In addition, this setting
enables our experimental results more convenient to com-
pare with that in BDP (Triastcyn and Faltings 2020), because
the deep learning experiment in BDP is also designed in this
way.
Table 2 shows the results obtained under the above ex-

perimental settings. We can observe the following phe-
nomenons: (1) WDP requires lower privacy budgets than DP
and RDP to achieve the same level of test accuracy. (2) The
convergence speed of the deep learning model under WA is
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(a) LM for RDP (b) LM for WDP (c) GM for RDP (d) GM for WDP

Figure 1: Privacy buget curves of (µ, ")-WDP and (↵, ")-RDP for Laplace mechanism (LM) and Gaussian mechanism (GM)
with varying orders. Where � and � is the scale of LM and GM respectively. The sensitivities are set to 1 and remains unchanged.

(a) 0.05-quantile of kgtk (b) 0.50-quantile of kgtk (c) 0.75-quantile of kgtk (d) 0.99-quantile of kgtk

Figure 2: Privacy budgets over synthetic gradients obtained by moments accountant under DP, Bayesian accountant under BDP
and Wasserstein accountant under WDP without gradient clipping.

faster than that of MA and BA. Taking the experiments on
MNIST dataset as an example, DP and BDP need more than
100 epochs and 50 epochs of training respectively to achieve
the accuracy of 96%. While our WDP can reach the same
level after only 16 epochs of training.
BDP (Triastcyn and Faltings 2020) attributes its better

performance than DP to considering the gradient distribu-
tion information. Similarly, we can also analyze the advan-
tages of WDP from the following aspects. (1) From the per-
spective of definition, WDP also utilizes gradient distribu-
tion information through � 2 (PrM(D), P rM(D0)). From
the perspective of Wasserstein accountant, the information
of gradient distribution is included in dt and Zt. (2) More
importantly, privacy budgets under WDP will not explode
even under low noise conditions. Because Wasserstein dis-
tance is more stable than Renyi divergence or maximum di-
vergence, which is similar to the reason why WGAN (Ar-
jovsky, Chintala, and Bottou 2017) succeed to alleviate the
problem of mode collapse by applying Wasserstein distance.

Effect of � and �

We also conduct experiments to illustrate the relation be-
tween privacy budgets and related hyperparameters. Our ex-
periments are based on the results from Theorem 3 and
Corollary 1, which have been proved before. In Figure 3(a),
the hyperparameter � in WDP are allowed to varies from
1 to 50, and the failure probability � of WDP can only
be {10�10, 10�8, 10�5, 10�3

}. While in Figure 3(b), the
failure probability � is allowed to varies from 10�10 to
10�5, and the hyperparameter � under WDP can only be

(a) " varies with � (b) " varies with �

Figure 3: The impact of � and �. The coordinates of hori-
zontal axis in 3(b) are on a logarithmic scale.

{1, 2, 5, 10}. We observe that � has a clear effect on the
value of " in Figure 3(a). " decreases quickly when � is less
than 10, while very slowly when it is greater than 10. When
it comes to 3(b), " seems to be decreasing uniformly with
the exponential growth of delta.

Discussion

Relations to Other DP Frameworks

We establish the bridges between WDP, DP and RDP
through Proposition 9, 10 and 11. We know that "-DP im-
plies

⇣
µ, 1

2�pf (2" · (e" � 1))
1
2µ

⌘
-WDP and (↵, ")-RDP

implies
⇣
µ, 1

2�pf (2")
1
2µ

⌘
-WDP. In addition, (µ, ")-WDP

implies
⇣
↵, ↵

↵�1L · "µ/(µ+1)
⌘
-RDP or

�
L · "µ/(µ+1)

�
-DP.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

16304



Accuracy Privacy

Dataset Non Private Private DP (� = 10�5) BDP (� = 10�10) WDP (� = 10�10)

MNIST 99% 96% 2.2 (0.898) 0.95 (0.721) 0.76 (0.681)

CIFAR-10 86% 73% 8.0 (0.999) 0.76 (0.681) 0.52 (0.627)

SVHN 93% 92% 5.0 (0.999) 0.87 (0.705) 0.40 (0.599)

F-MNIST 92% 90% 2.9 (0.623) 0.91 (0.713) 0.45 (0.611)

Table 2: Privacy budgets accounted by DP, BDP and WDP on MNIST, CIFAR-10, SVHN and Fashion-MNIST (F-MNIST).
The values in parentheses are the probability of potential attack success computed by P (A) = 1/(1 + e�") (see Section 3 in
Triastcyn and Faltings (2020)).

With the above basic conclusions, we can obtain more
derivative relationships through RDP or DP. For example,
we can obtain that (µ, ")-WDP implies 1

2

�
L · "µ/(µ+1)

�2
-

zCDP (zero-concentrated differentially private) according to
Proposition 1.4 in Bun and Steinke (2016),

Advantages from Metric Property

The privacy losses of DP, RDP and BDP are all non-
negative but asymmetric, and do not satisfy triangle inequal-
ity (Mironov 2017). Several obvious advantages of WDP as
a metric DP have been mentioned in the introduction (see
Section ) and verified in the experiments (see Section ), and
here we provide more additional details.
Triangle inequality. (1) Several properties including basic
sequential composition, group privacy and advanced com-
position are derived from triangle inequality. (2) Properties
in WDP are more comprehensible and easier to utilize than
those in RDP. For example, RDP have to introduce addi-
tional conditions of 2c-stable and ↵ � 2c+1 to derive group
privacy (see Proposition 2 in Mironov (2017)), where c is a
constant. In contrast, our WDP utilizes its intrinsic triangle
inequality to obtain group privacy without introducing any
complex concepts or conditions.
Symmetry. We have considered that the asymmetry of pri-
vacy loss would not be transferred to the privacy bud-
get. Specifically, even if D↵(PrM(D)kPrM(D0)) 6=
D↵(PrM(D0)kPrM(D)), D↵(PrM(D)kPrM(D0))  "
still implies D↵(PrM(D0)kPrM(D))  ", because neigh-
boring datasets D and D0 can be all possible pairs. Even so,
symmetrical privacy loss still has at least two advantages: (1)
When computing privacy budgets, it can reduce the amount
of computation for traversing adjacent datasets by half. (2)
When proving properties, it is not necessary to exchange
datasets and deduce it again like non-metric DP (e.g. see
Proof of Theorem 3 in Triastcyn and Faltings (2020)).

Limitations

WDP has excellent mathematical properties as a metric DP,
and can effectively alleviate exploding privacy budgets as
an alternative DP framework. However, when the volume of
data in the queried database is extremely small, WDP may
release a much smaller privacy budget than other DP frame-
works. Fortunately, this situation only occurs when there is
very little data available in the dataset. WDP has great po-
tential in deep learning that requires a large amount of data

to train neural network models.

Additional Specifications

Other possibility. Symmetry can be obtained by replacing
Rényi divergence with Jensen-Shannon divergence (JSD)
(Rao and Nayak 1985). While JSD does not satisfy the trian-
gle inequality unless we take its square root instead (Osán,
Bussandri, and Lamberti 2018). Nevertheless, it still tends to
exaggerate privacy budgets excessively, as it is defined based
on divergence.
Comparability. Another question worth explaining is why
the privacy budgets obtained by DP, RDP, and WDP can
be compared. (1) Their process of computing privacy bud-
gets follows the same mapping, namely M : D ! R.
(2) They are essentially measuring the differences in distri-
butions between adjacent datasets, although their respective
measurement methods are different. (3) Privacy budgets can
be uniformly transformed into the probability of successful
attacks (Triastcyn and Faltings 2020).
Computational problem. Although obtaining the Wasser-
stein distance requires relatively high computational
costs (Dudley 1969; Fournier and Guillin 2015), we do not
need to worry about this issue. Because WDP does not
need to directly calculate the Wasserstein distance no matter
in basic privacy mechanisms or Wasserstein accountant for
deep learning (see Proposition 7-8 and Theorem 1-3).

Conclusion

In this paper, we propose an alternative DP framework called
Wasserstein differential privacy (WDP) based on Wasser-
stein distance. WDP satisfies the properties of symme-
try, triangle inequality and non-negativity that other DPs
do not satisfy all, which enables the privacy losses un-
der WDP to become real metrics. We prove that WDP has
several excellent properties (see Proposition 1-13) through
Lyapunov’s inequality, Minkowski’s inequality, Jensen’s in-
equality, Markov’s inequality, Pinsker’s inequality and tri-
angle inequality. We also derive advanced composition the-
orem, privacy loss and absolute moment under the postula-
tion of WDP and finally obtain Wasserstein accountant to
compute cumulative privacy budgets in deep learning (see
Theorem 1-3 and Lemma 1). Our evaluations on basic mech-
anisms, compositions and deep learning show that WDP en-
ables privacy budgets to be more stable and can effectively
avoid the overestimation or even explosion on privacy.
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