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Abstract
Overfitting widely exists in adversarial robust train-
ing of deep networks. An effective remedy is adver-
sarial weight perturbation, which injects the worst-
case weight perturbation during network training
by maximizing the classification loss on adversarial
examples. Adversarial weight perturbation helps
reduce the robust generalization gap; however, it
also undermines the robustness improvement. A
criterion that regulates the weight perturbation is
therefore crucial for adversarial training. In this pa-
per, we propose such a criterion, namely Loss Sta-
tionary Condition (LSC) for constrained perturba-
tion. With LSC, we find that it is essential to con-
duct weight perturbation on adversarial data with
small classification loss to eliminate robust overfit-
ting. Weight perturbation on adversarial data with
large classification loss is not necessary and may
even lead to poor robustness. Based on these obser-
vations, we propose a robust perturbation strategy
to constrain the extent of weight perturbation. The
perturbation strategy prevents deep networks from
overfitting while avoiding the side effect of exces-
sive weight perturbation, significantly improving
the robustness of adversarial training. Extensive
experiments demonstrate the superiority of the pro-
posed method over the state-of-the-art adversarial
training methods.

1 Introduction
Although deep neural networks (DNNs) have led to impres-
sive breakthroughs in a number of fields such as computer
vision [He et al., 2016], speech recognition [Wang et al.,
2017], and NLP [Devlin et al., 2018], they are extremely
vulnerable to adversarial examples that are crafted by adding
small and human-imperceptible perturbation to normal exam-
ples [Szegedy et al., 2013; Goodfellow et al., 2014].

∗This work is done during an internship at JD Explore Academy
†Corresponding author

The vulnerability of DNNs has attracted extensive attention
and led to a large number of defense techniques against adver-
sarial examples. Across existing defenses, adversarial train-
ing (AT) is one of the strongest empirical defenses. AT di-
rectly incorporates adversarial examples into the training pro-
cess to solve a min-max optimization problem [Madry et al.,
2017], which can obtain models with moderate adversarial
robustness and has not been comprehensively attacked [Atha-
lye et al., 2018]. However, different from the natural train-
ing scenario, overfitting is a dominant phenomenon in adver-
sarial robust training of deep networks [Rice et al., 2020].
After a certain point in AT, the robust performance on test
data will continue to degrade with further training, as shown
in Figure 1(a). This phenomenon, termed as robust overfit-
ting, breaches the common practice in deep learning that us-
ing over-parameterized networks and training for as long as
possible [Belkin et al., 2019]. Such anomaly in AT causes
detrimental effects on the robust generalization performance
and subsequent algorithm assessment [Rice et al., 2020;
Chen et al., 2020]. Relief techniques that mitigate robust
overfitting have thus become crucial for adversarial training.

An effective remedy for robust overfitting is Adversarial
Weight Perturbation (AWP) [Wu et al., 2020], which forms
a double-perturbation mechanism that adversarially perturbs
both inputs and weights:

min
w

max
v∈V

1

n

n∑
i=1

max
||x′

i−xi||p≤ϵ
ℓ(fw+v(x

′
i), yi), (1)

where n is the number of training examples, x′
i is the adver-

sarial example of xi, fw is the DNN with weight w, ℓ(·) is the
loss function, ϵ is the maximum perturbation constraint for in-
puts (i.e., ||x′

i − xi||p ≤ ϵ), and V is the feasible perturbation
region for weights (i.e., {v ∈ V : ||v||2 ≤ γ||w||2}, where γ
is the constraint on weight perturbation size). The inner max-
imization is to find adversarial examples x′

i within the ϵ-ball
centered at normal examples xi that maximizes the classifi-
cation loss ℓ. On the other hand, the outer maximization is
to find weight perturbation v that maximizes the loss ℓ on ad-
versarial examples to reduce robust generalization gap. This
is the problem of training a weight-perturbed robust classi-
fier on adversarial examples. Therefore, how well the weight
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perturbation is found directly affects the performance of the
outer minimization, i.e., the robustness of the classifier.

Several attack methods have been used to solve the in-
ner maximization problem in Eq.(1), such as Fast Gradient
Sign Method (FGSM) [Goodfellow et al., 2014] and Pro-
jected Gradient Descent (PGD) [Madry et al., 2017]. For the
outer maximization problem, AWP [Wu et al., 2020] injects
the worst-case weight perturbation to reduce robust general-
ization gap. However, the extent to which the weights should
be perturbed has not been explored. Without an appropriate
criterion to regulate the weight perturbation, the adversarial
training procedure is difficult to unleash its full power, since
worst-case weight perturbation will undermine the robustness
improvement (in Section 3). In this paper, we propose such
a criterion, namely Loss Stationary Condition (LSC) for con-
strained perturbation (in Section 3), which helps to better un-
derstand robust overfitting, and this in turn motivates us to
propose an improved weight perturbation strategy for better
adversarial robustness (in Section 4). Our main contributions
as follows:
• We propose a principled criterion LSC to analyse the ad-

versarial weight perturbation. It provides a better under-
standing of robust overfitting in adversarial training, and it
is also a good indicator for efficient weight perturbation.

• With LSC, we find that better perturbation of model
weights is associated with perturbing on adversarial data
with small classification loss. For adversarial data with
large classification loss, weight perturbation is not neces-
sary and can even be harmful.

• We propose a robust perturbation strategy to constrain the
extent of weight perturbation. Experiments show that the
robust strategy significantly improves the robustness of ad-
versarial training.

2 Related Work
2.1 Adversarial Attacks
Let X denote the input feature space and Bpϵ (x) = {x′ ∈ X :
||x′ − x||p ≤ ϵ} be the ℓp-norm ball of radius ϵ centered at x
in X . Here we selectively introduce several commonly used
adversarial attack methods.
Fast Gradient Sign Method (FGSM). FGSM [Goodfel-
low et al., 2014] perturbs natural example x for one step with
step size ϵ along the gradient direction:

x′ = x+ ϵ · sign(∇xℓ(fw(x), y)). (2)
Projected Gradient Descent (PGD). PGD [Madry et al.,
2017] is a stronger iterative variant of FGSM, which perturbs
normal example x for multiple steps K with a smaller step
size α:

x0 ∼ U(Bp
ϵ (x)), (3)

xk = ΠBp
ϵ (x)(x

k−1 + α · sign(∇xk−1ℓ(fw(x
k−1), y))), (4)

where U denotes the uniform distribution, x0 denotes the nor-
mal example disturbed by a small uniform random noise, xk

denotes the adversarial example at step k, and ΠBp
ϵ (x) denotes

the projection function that projects the adversarial example
back into the set Bpϵ (x) if necessary.

AutoAttack (AA). AA [Croce and Hein, 2020] is an en-
semble of complementary attacks, which consists of three
white-box attacks and a black-box attack. AA regards models
to be robust only if the models correctly classify all types of
adversarial examples, which is among the most reliable eval-
uation of adversarial robustness to date.

2.2 Adversarial Defense
Since the discovery of adversarial examples, a large number
of works have emerged for defending against adversarial at-
tacks, such as input denoising [Wu et al., 2021], modeling
adversarial noise [Zhou et al., 2021], and adversarial training
[Goodfellow et al., 2014; Madry et al., 2017]. Among them,
adversarial training has been demonstrated to be one of the
most effective method [Athalye et al., 2018]. Based on ad-
versarial training, a wide range of subsequent works are then
proposed to further improve the model robustness. Here, we
introduce two currently state-of-the-art AT frameworks.

TRADES. TRADES [Zhang et al., 2019] optimizes a reg-
ularized surrogate loss that is a trade-off between the natural
accuracy and adversarial robustness:

ℓTRADES(w;x, y) =
1

n

n∑
i=1

{
CE(fw(xi), yi)

+ β · max
x′∈Bp

ϵ (x)
KL(fw(xi)||fw(x′

i))
}
, (5)

where CE is the cross-entropy loss that encourages the net-
work to maximize the natural accuracy, KL is the Kullback-
Leibler divergence that encourages to improve the robust ac-
curacy, and β is the hyperparameter to control the trade-off
between natural accuracy and adversarial robustness.

Robust Self-Training (RST). RST [Carmon et al., 2019]
utilize additional 500K unlabeled data extracted from the 80
Million Tiny Images dataset. RST first leverages the surro-
gate natural model to generate pseudo-labels for these unla-
beled data, and then adversarially trains the network with both
additional pseudo-labeled unlabeled data (x̃, ỹ) and original
labeled data (x, y) in a supervised setting:

ℓRST(w;x, y, x̃, ỹ) = ℓTRADES(w;x, y) + λ · ℓTRADES(w; x̃, ỹ), (6)

where λ is the weight on unlabeled data.

2.3 Robust Overfitting
Nowadays, there are effective countermeasures to alleviate
the overfitting in natural training. But in adversarial train-
ing, robust overfitting widely exists and those common coun-
termeasures used in natural training help little [Rice et al.,
2020]. [Schmidt et al., 2018] explains robust overfitting par-
tially from the perspective of sample complexity, and is sup-
ported by empirical results in derivative works, such as ad-
versarial training with semi-supervised learning [Carmon et
al., 2019; Uesato et al., 2019; Zhai et al., 2019], robust local
feature [Song et al., 2020] and data interpolation [Zhang and
Xu, 2019; Lee et al., 2020; Chen et al., 2021]. Separate works
have also attempt to mitigate robust overfitting by the unequal
treatment of data [Zhang et al., 2020] and weight smoothing
[Chen et al., 2020]. Recent study [Wu et al., 2020] reveals the
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Figure 1: (a): The learning curve of vanilla AT; (b): Test robustness of AWP with varying weight perturbation size; (c): Test robustness of
AWP with varying LSC range.

connection between the flatness of weight loss landscape and
robust generalization gap, and proposes to incorporate adver-
sarial weight perturbation mechanism in the adversarial train-
ing framework. Despite the efficacy of adversarial weight
perturbation in suppressing the robust overfitting, a deeper
understanding of robust overfitting and a clear direction for
valid weight perturbation is largely missing. The outer maxi-
mization in Eq.(1) lacks an effective criterion to regulate and
constrain the extent of weight perturbation, which in turn in-
fluences the optimization of the outer minimization. In this
paper, we propose such a criterion and provide new under-
standing of robust overfitting. Following this, we design a ro-
bust weight perturbation strategy that significantly improves
the robustness of adversarial training.

3 Loss Stationary Condition
In this section, we first empirically investigate the relation-
ship between weight perturbation robustness and adversarial
robustness, and then propose a criterion to analyse the adver-
sarial weight perturbation, which leads to a new perspective
of robust overfitting. To this end, some discussions about ro-
bust overfitting and weight perturbation are provided.

Does Weight Perturbation Robustness Certainly Lead
to Better Adversarial Robustness? First, we investigate
whether the robustness against weight perturbation is benefi-
cial to the adversarial robustness. In particular, we train Pre-
Act ResNet-18 with AWP on CIFAR-10 using varying weight
perturbation size from 0γ, γ/8, γ/4, γ/2, γ, 2γ, 4γ to 8γ. In
each setting, we evaluate the robustness of the model against

20-step PGD (PGD-20) attacks on CIFAR-10 test images. As
shown in Figure 1(b), when weight perturbation size is small,
the best adversarial robustness has a certain improvement.
However, when weight perturbation size is large, the best
adversarial robustness begins to decrease significantly as the
size of the perturbation increases. It can be explained by the
fact that the network has to sacrifice adversarial robustness to
allocate more capacity to defend against weight perturbation
when weight perturbation size is large, which indicates that
weight perturbation robustness and adversarial robustness are
not mutually beneficial. As shown in Figure 1(b), the per-
formance gain of AWP is mainly due to suppressing robust
overfitting.

Loss Stationary Condition. In order to further analyse the
weight perturbation, we propose a criterion that divides the
training adversarial examples into different groups according
to their classification loss:

LSC[p, q] = {x′ ∈ X | p ≤ ℓ(fw(x
′), y) ≤ q}, (7)

where p ≤ q. The adversarial data in the group all satisfy their
adversarial loss within a certain range, which is termed Loss
Stationary Condition (LSC). The proposed criterion LSC al-
lows the analysis of grouped adversarial data independently,
and provides more insights into the robust overfitting.

LSC view of Adversarial Weight Perturbation. To pro-
vide more insight into how AWP suppresses robust overfit-
ting, we train PreAct ResNet-18 on CIFAR-10 by varying the
LSC group that performs adversarial weight perturbation. In
each setting, we evaluate the robustness of the model against
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Algorithm 1 Robust Weight Perturbation (RWP)

Input: Network fw, training data S, mini-batch B, batch
size n, learning rate η, PGD step size α, PGD steps K1,
PGD constraint ϵ, RWP steps K2, RWP constraint γ, min-
imum loss value cmin.
Output: Adversarially robust model fw.
repeat

Read mini-batch xB from training set S.
x′
B ← xB + δ, where δ ∼ Uniform(−ϵ, ϵ)

for k = 1 to K1 do
x′
B ← Πϵ(x

′
B + α · sign(∇x′

B
ℓ(fw(x

′
B), y)))

end for
Initialize v = 0
for k = 1 to K2 do
V = IB(ℓ(fw+v(x

′
B), y) ≤ cmin)

if
∑

V = 0 then
break

else
v ← v +∇v(V · ℓ(fw+v(x

′
B), y))

v ← γ v
||v|| ||w||

end if
end for
w ← (w+v)−η∇w+v

1
n

∑n
i=1 ℓ(fw+v(x

′(i)
B ), y(i))−v

until training converged

PGD-20 attacks on CIFAR-10 test images. As shown in Fig-
ure 1(c), when varying the LSC range, we can observe that
conducting adversarial weight perturbation on adversarial ex-
amples with small classification loss is sufficient to eliminate
robust overfitting. However, conducting adversarial weight
perturbation on adversarial examples with large classification
loss fails to suppress robust overfitting. The results indicate
that to eliminate robust overfitting, it is essential to prevent
the model from memorizing these easy-to-learn adversarial
examples. Besides, it is observed that conducting adversarial
weight perturbation on adversarial examples with large clas-
sification loss leads to worse adversarial robustness, which
again verifies that the robustness against weight perturbation
will not bring adversarial robustness gain, or even on the con-
trary, it undermines the adversarial robustness enhancement.
Do We Really Need the Worst-case Weight Perturbation?
As aforementioned, the robustness against weight perturba-
tion is not beneficial to the adversarial robustness improve-
ment. Therefore, to purely eliminate robust overfitting, con-
ducting worst-case weight perturbation on these adversarial
examples is not necessary. In the next section, we will pro-
pose a robust perturbation strategy to address this issue.

4 Robust Weight Perturbation
As mentioned in Section 3, conducting adversarial weight
perturbation on adversarial examples with small classification
loss is enough to prevent robust overfitting and leads to higher
robustness. However, conducting adversarial weight pertur-
bation on adversarial examples with large classification loss
may not be helpful. Recalling the criterion LSC proposed in
Section 3, we have seen that the loss is closely correlated with
the tendency of adversarial example to be overfitted. Thus, it

can be used to constrain the extent of weight perturbation at a
fine-grained level. Therefore, we propose to conduct weight
perturbation on adversarial examples that are below a min-
imum loss value, so as to ensure that no robust overfitting
occurs while avoiding the side effect of excessive weight per-
turbation. Let cmin be the minimum loss value. Instead of
generating weight perturbation v via outer maximization in
Eq.(1), we generate v as follows:

vk+1 = vk +∇vk

1

n

n∑
i=1

I(x′
i, yi)ℓ(fw+vk(x′

i), yi),

where I(x′
i, yi) =

{
0 if ℓ(fw+vk(x′

i), yi) > cmin

1 if ℓ(fw+vk(x′
i), yi) ≤ cmin

(8)

The proposed Robust Weight Perturbation (RWP) algo-
rithm is shown in Algorithm 1. We use PGD attack [Madry
et al., 2017] to generate the training adversarial exam-
ples, which can be also extended to other variants such as
TRADES [Zhang et al., 2019] and RST [Carmon et al.,
2019]. The mimimum loss value cmin controls the extent
of weight perturbation during network training. For example,
in the early stages of training, the classification loss of adver-
sarial example is generally larger than cmin corresponding to
no weight perturbation process. The classification loss of ad-
versarial examples then decreases as training progresses. At
each optimization step, we monitor the classification loss of
the adversarial example and conduct the weight perturbation
process for adversarial examples whose classification loss is
smaller than cmin, enabled by an indicator control vector V .
At each perturbation step, the weight perturbation v will be
updated to increase the classification loss of the correspond-
ing adversarial example. When the classification loss of train-
ing adversarial examples is all higher than cmin or the number
of perturbation step reaches the defined value, we stop the
weight perturbation process and inject the generated weight
perturbation v for adversarial training.

5 Experiments
In this section, we conduct comprehensive experiments to
evaluate the effectiveness of RWP including its experimen-
tal settings, robustness evaluation and ablation studies.

5.1 Experimental Setup
Baselines and Implementation Details. Our implementa-
tion is based on PyTorch and the code is publicly avail-
able1. We conduct extensive experiments across three bench-
mark datasets (CIFAR-10, CIFAR-100 and SVHN) and two
threat models (L∞ and L2). We use PreAct ResNet-18 [He
et al., 2016] and Wide ResNet (WRN-28-10 and WRN-34-
10) [Zagoruyko and Komodakis, 2016] as the network struc-
ture following [Wu et al., 2020]. We compare the perfor-
mance of the proposed method on a number of baseline meth-
ods: 1) standard adversarial training without weight pertur-
bation, including vanilla AT [Madry et al., 2017], TRADES
[Zhang et al., 2019] and RST [Carmon et al., 2019]; 2) ad-
versarial training with AWP [Wu et al., 2020], including AT-

1https://github.com/ChaojianYu/Robust-Weight-Perturbation
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Threat Model Method SVHN CIFAR-10 CIFAR-100

Best Last Best Last Best Last

L∞

AT 53.22 ± 0.20 45.13 ± 0.17 52.32 ± 0.31 45.08± 0.19 27.79± 0.45 20.95± 0.30
AT-AWP 59.49± 0.15 55.16± 0.10 55.54± 0.20 54.64± 0.25 30.89± 0.21 30.48± 0.43
AT-RWP 61.15± 0.16 57.45± 0.23 58.55± 0.50 58.01± 0.33 31.17± 0.18 30.64± 0.24

L2

AT 66.71± 0.24 65.25± 0.19 69.40± 0.38 66.02± 0.15 40.95± 0.13 36.24± 0.26
AT-AWP 72.80± 0.30 68.40± 0.20 72.72± 0.21 72.48± 0.45 45.63± 0.48 44.98± 0.30
AT-RWP 73.35± 0.20 69.48± 0.32 74.47± 0.14 73.84± 0.27 45.71± 0.17 45.05± 0.30

Table 1: Test robustness (%) of AT, AT-AWP and AT-RWP using PreAct ResNet-18.

Defense Natural FGSM PGD-20 PGD-100 C&W∞ AA

AT 86.52± 0.57 61.91± 0.15 55.47± 0.10 55.15± 0.28 54.51± 0.19 52.18± 0.04
AT-AWP 85.67± 0.40 64.31± 0.23 58.57± 0.22 58.46± 0.17 55.78± 0.32 53.63± 0.09
AT-RWP 86.86± 0.51 66.22± 0.31 62.87± 0.25 62.87± 0.34 56.62± 0.18 54.61± 0.11

TRADES 84.42± 0.36 61.20± 0.09 56.05± 0.13 55.85± 0.20 53.67± 0.14 52.64± 0.07
TRADES-AWP 84.55± 0.30 62.99± 0.30 59.20± 0.24 59.05± 0.31 55.92± 0.20 55.32± 0.05
TRADES-RWP 86.14± 0.43 64.70± 0.17 60.45± 0.19 60.30± 0.30 58.07± 0.33 57.20± 0.09

RST 89.88± 0.36 70.08± 0.62 62.40± 0.51 62.08± 0.31 61.14± 0.46 59.71± 0.10
RST-AWP 88.01± 0.68 68.00± 0.23 63.67± 0.38 63.50± 0.11 60.55± 0.21 59.80± 0.08
RST-RWP 88.87± 0.55 69.71± 0.12 64.11± 0.16 63.92± 0.26 62.03± 0.23 60.36± 0.06

Table 2: Test robustness (%) on CIFAR-10 using Wide ResNet under L∞ threat model.

AWP, TRADES-AWP and RST-AWP. For training, the net-
work is trained for 200 epochs using SGD with momentum
0.9, weight decay 5 × 10−4, and an initial learning rate of
0.1. The learning rate is divided by 10 at the 100-th and
150-th epoch. Standard data augmentation including random
crops with 4 pixels of padding and random horizontal flips
are applied. For testing, model robustness is evaluated by
measuring the accuracy of the model under different adver-
sarial attacks. For hyper-parameters in RWP, we set perturba-
tion step K2 = 10 for all datasets. The minimum loss value
cmin = 1.7 for CIFAR-10 and SVHN, and cmin = 4.0 for
CIFAR-100. The weight perturbation budget of γ = 0.01 for
AT-RWP, γ = 0.005 for TRADES-RWP and RST-RWP fol-
lowing literature [Wu et al., 2020]. Other hyper-parameters
of the baselines are configured as per their original papers.

Adversarial Setting. The training attack is 10-step PGD at-
tack with random start. We follow the same settings in [Rice
et al., 2020] : for L∞ threat model, ϵ = 8/255, step size
α = 1/255 for SVHN, and α = 2/255 for both CIFAR10
and CIFAR100; for L2 threat model, ϵ = 128/255, step
size α = 15/255 for all datasets, which is a standard set-
ting for adversarial training [Madry et al., 2017]. The test
attacks used for robustness evaluation contains FGSM, PGD-
20, PGD-100, C&W∞ and Auto Attack (AA).

5.2 Robustness Evaluation
Performance Evaluations. To validate the effectiveness of
the proposed RWP, we conduct performance evaluation on
vanilla AT, AT-AWP and AT-RWP across different bench-
mark datasets and threat models using PreAct ResNet-18.
We report the accuracy on the test images under PGD-20 at-
tack. The evaluation results are summarized in Table 1, where

“Best” denotes the highest robustness that ever achieved at
different checkpoints and “Last” denotes the robustness at the
last epoch checkpoint. It is observed vanilla AT suffers from
severe robust overfitting (the performance gap between “best”
and “last” is very large). AT-AWP and AT-RWP method nar-
row the performance gap significantly over the vanilla AT
model due to suppression of robust overfitting. Moreover, on
CIFAR-10 dataset under the L∞ attack, vanilla AT achieves
52.32% “best” test robustness. The AT-AWP approach boosts
the performance to 55.54%. The proposed approach fur-
ther outperforms both methods by a large margin, improving
over vanilla AT by 6.23%, and is 3.01% better than AT-AWP,
achieving 58.55% accuracy under the standard 20 steps PGD
attack. Similar patten has been observed on other datasets
and threat model. AT-RWP consistently improves the test ro-
bustness across a wide range of datasets and threat models,
demonstrating the effectiveness of the proposed approach.

Benchmarking the state-of-the-art Robustness. To man-
ifest the full power of our proposed perturbation strategy and
also benchmark the state-of-the-art robustness on CIFAR-10
under L∞ threat model, we conduct experiments on the large
capacity network with different baseline methods. We train
Wide ResNet-34-10 for AT and TRADES, and Wide ResNet-
28-10 for RST following their original papers. We evaluate
the adversarial robustness of trained model with various test
attack and report the “best” test robustness, with the results
shown in Table 2. “Natural” denotes the accuracy on natural
test data. First, it is observed that the natural accuracy of RWP
model consistently outperforms AWP by a large margin. It is
due to the benefits that our RWP avoids the excessive weight
perturbation. Moreover, RWP achieves the best adversarial
robustness against almost all types of attack across a wide
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Figure 2: The ablation study experiments on CIFAR-10.

range of baseline methods, which verifies that RWP is effec-
tive in general and improves adversarial robustness reliably
rather than improper tuning of hyper-parameters of attacks,
gradient obfuscation or masking.

5.3 Ablation Studies
In this part, we investigate the impacts of algorithmic compo-
nents using AT-RWP on PreAct ResNet-18 under L∞ threat
model following the same setting in section 5.1.

The Importance of Minimum Loss Value. We verify the
effectiveness of minimum loss value cmin, by comparing
the performance of models trained using different weight
perturbation schemes: 1) AT: standard adversarial training
without weight perturbation (equivalent to cmin = 0); 2)
AWP: weight perturbation generated via outer maximization
in Eq.(1) (equivalent to cmin = ∞); 3) RWP: weight per-
turbation generated using the proposed robust strategy with
different cmin values. All other hyper-parameters are kept
exactly the same other than the perturbation scheme used.
The results are summarized in Figure 2(a). It is observed
that the test robustness of RWP model first increases and
then decreases as the minimum loss value increases, and the
best test robustness is obtained at cmin = 1.7. It is evident
that RWP with a wide range of cmin outperforms both AT
and AWP methods, demonstrating its effectiveness. Further-
more, as it is the major component that is different from the
AWP pipeline, this result suggests that the proposed LSC con-
straints is the main contributor to the improved adversarial
robustness.

The Impact of Step Number. We further investigate the
effect of step number K2, by comparing the performances
of model trained using different perturbation steps. The step
number K2 for RWP varies from 1 to 10. The results are
shown in Figure 2(b). As expected, when K2 is small, in-
creasing K2 leads higher test robustness. When K2 increases
from 7 to 10, the performance is flat, which suggests that
the generated weight perturbation is sufficient to comprehen-
sively avoid robust overfitting. Note that extra iterations will

not bring computational overhead when the classification loss
of adversarial examples exceeds minimum loss value cmin, as
shown in Algorithm 1. Therefore, we uniformly use K2 = 10
in our implementation.
Effect on Adversarial Robustness and Robust Overfitting.
We then visualize the learning curves of AT, AWP and RWP,
which are summarized in Figure 2(c). It is observed that the
test robustness of RWP model continues to increase as the
training progresses. In addition, RWP outperforms AWP with
a clear margin in the later stage of training. Such observa-
tions exactly reflect the nature of our approach which aims to
prevent robust overfitting as well as boost the robustness of
adversarial training.

6 Conclusion
In this paper, we proposed a criterion, Loss Stationary Con-
dition (LSC) for constrained weight perturbation. The pro-
posed criterion provides a new understanding of robust over-
fitting. Based on LSC, we found that elimination of robust
overfitting and higher robustness of adversarial training can
be achieved by weight perturbation on adversarial examples
with small classification loss, rather than adversarial exam-
ples with large classification loss. Following this, we pro-
posed a Robust Weight Perturbation (RWP) strategy to regu-
late the extent of weight perturbation. Comprehensive exper-
iments show that RWP is generic and can improve the state-
of-the-art adversarial robustness across different adversarial
training approaches, network architectures, threat models and
benchmark datasets.
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