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Abstract

Transformers have been successfully applied to
the visual tracking task and significantly promote
tracking performance. The self-attention mecha-
nism designed to model long-range dependencies
is the key to the success of Transformers. How-
ever, self-attention lacks focusing on the most rel-
evant information in the search regions, making it
easy to be distracted by background. In this paper,
we relieve this issue with a sparse attention mech-
anism by focusing the most relevant information
in the search regions, which enables a much accu-
rate tracking. Furthermore, we introduce a double-
head predictor to boost the accuracy of foreground-
background classification and regression of target
bounding boxes, which further improve the track-
ing performance. Extensive experiments show that,
without bells and whistles, our method significantly
outperforms the state-of-the-art approaches on La-
SOT, GOT-10k, TrackingNet, and UAV 123, while
running at 40 FPS. Notably, the training time of
our method is reduced by 75% compared to that of
TransT. The source code and models are available
at https://github.com/fzh0917/SparseTT.

1 Introduction

Visual tracking aims to predict the future states of a target
given its initial state. It is applicable broadly, such as human-
computer interactions, video surveillance, and autonomous
driving. Most of the existing methods address the tracking
problem with sequence prediction frameworks where they
estimate the current state based on the initial and the previ-
ous states. Thus, it is important to give accurate states in
every time slice otherwise errors accumulate and will lead
to tracking failure. Significant efforts have been devoted to
improving the tracking accuracy, i.e., the accuracy of the
target bounding boxes. However, challenges such as target
deformation, partial occlusion, and scale variation are still
huge obstacles ahead hindering them from perfect tracking.
The reason may be that most of these methods adopt cross-
correlation operation to measure similarities between the tar-
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Figure 1: Visualized comparisons of our method with excellent
trackers TransT [Chen et al., 2021] and TrDiMP [Wang ez al., 2021].
Our method enables the bounding boxes of targets to be more ac-
curate even under severe target deformation, partial occlusion, and
scale variation. Zoom in for better view.

get template and the search region, which may trap into local
optimums. Recently, TransT [Chen et al., 2021] and DTT [Yu
et al., 2021] improve the tracking performance by replac-
ing the correlation with Transformer [Vaswani et al., 2017].
However, building trackers with Transformers will lead to
a new problem: the global perspective of self-attention in
Transformers causes the primary information (such as targets
in search regions) under-focused, but the secondary infor-
mation (such as background in search regions) over-focused,
making the edge region between the foreground and back-
ground blurred, and thus degrade the tracking performance.

In this paper, we attack this issue by concentrating on
the most relevant information of the search region, which is
realized with a sparse Transformer. Different from vanilla
Transformers used in previous works [Chen et al., 2021;
Yu et al., 20211, sparse Transformer is designed to focus on
primary information, enabling the targets to be more discrim-
inative and the bounding boxes of targets to be more accurate
even under severe target deformation, partial occlusion, scale
variation, and so on, as shown in Fig. 1.

Summarily, the main contributions of this work are three-
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Figure 2: The architecture of our method.

fold.

* We present a target focus network that is capable of fo-
cusing on the target of interest in the search region and
highlighting the features of the most relevant informa-
tion for better estimating the states of the target.

* We propose a sparse Transformer based siamese track-
ing framework that has a strong ability to deal with tar-
get deformation, partial occlusion, scale variation, and
SO on.

» Extensive experiments show that our method outper-
forms the state-of-the-art approaches on LaSOT, GOT-
10k, TrackingNet, and UAV123, while running at 40
FPS, demonstrating the superiority of our method.

2 Related Work

Siamese Trackers. In siamese visual trackers, cross-
correlation, commonly used to measure the similarity be-
tween the target template and the search region, has been
extensively studied for visual tracking. Such as naive
cross-correlation [Bertinetto er al., 2016], depth-wise cross-
correlation [Li er al., 2019; Xu er al., 2020], pixel-wise
cross-correlation [Yan et al., 2021b], pixel to global match-
ing cross-correlation [Liao et al., 20201, etc. However, cross-
correlation performs local linear matching processes, which
may fall into local optimum easily [Chen ef al., 2021]. And
furthermore, the cross-correlation captures relationships and
thus corrupts semantic information of the inputted features,
which is adverse to accurate perception of target boundaries.
Most siamese trackers still have difficulties dealing with tar-
get deformation, partial occlusion, scale variation, etc.

Transformer in Visual Tracking. Recently, Transform-
ers have been successfully applied to visual tracking field.
Borrowing inspiration from DETR [Carion et al., 2020],
STARK [Yan et al., 2021a] casts target tracking as a bounding
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box prediction problem and solve it with an encoder-decoder
transformer, in which the encoder models the global spatio-
temporal feature dependencies between targets and search re-
gions, and the decoder learns a query embedding to predict
the spatial positions of the targets. It achieves excellent per-
formance on visual tracking. TrDiMP [Wang et al., 2021] de-
signs a siamese-like tracking pipeline where the two branches
are built with CNN backbones followed by a Transformer en-
coder and a Transformer decoder, respectively. The Trans-
formers here are used to enhance the target templates and the
search regions. Similar to previous siamese trackers, TrDiMP
applies cross-correlation to measure similarities between the
target templates and the search region, which may impede
the tracker from high-performance tracking. Noticing this
shortcoming, TransT [Chen et al., 2021] and DTT [Yu et al.,
2021] propose to replace cross-correlation with Transformer,
thereby generating fused features instead of response scoress.
Since fused features contain rich semantic information than
response scores, these methods reach much accurate tracking
than previous siamese trackers.

Self-attention in Transformers specializes in modeling
long-rang dependencies, making it good at capturing global
information, however, suffering from a lack of focusing on
the most relevant information in the search regions. To further
boost Transformer trackers, we alleviate the aforementioned
drawback of self-attention with a sparse attention mechanism.
The idea is inspired by [Zhao et al., 2019]. We adapt the
sparse Transformer in [Zhao ef al., 2019] to suit the visual
tracking task and propose a new end-to-end siamese tracker
with an encoder-decoder sparse Transformer. Driven by the
sparse attention mechanism, the sparse Transformer focuses
on the most relevant information in the search regions, thus
suppressing distractive background that disturbs the tracking
more efficiently.
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3 Method

We propose a siamese architecture for visual tracking, which
consists of a feature extraction network, a target focus net-
work, and a double-head predictor, as shown in Fig. 2. The
feature extraction network is a weight-shared backbone. The
target focus network built with a sparse Transformer is used
to generate target-focused features. The double-head predic-
tor discriminates foreground from background and outputs
bounding boxes of the target. Note that our method runs at
a real-time speed as no online updating in the tracking phase.

3.1 Target Focus Network

The target focus network is built with sparse Transformer, and
it has an encoder-decoder architecture, as shown in Fig. 3.
The encoder is responsible for encoding the target template
features. The decoder is responsible for decoding the search
region features to generate the target-focused features.
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Figure 3: The architecture of target focus network.

3.2 Encoder

Encoder is an important but not essential component in the
proposed target focus network. It is composed of N encoder
layers where each encoder layer takes the outputs of its pre-
vious encoder layer as input. Note that, in order to enable the
network to have the perception of spatial position informa-
tion, we add a spatial position encoding to the target template
features, and input the sum to the encoder. Thus, the first
encoder layer takes the target template features with spatial
position encoding as input. In short, it can be formally de-
noted as:

i
gnc
7
enc

(Z+Pepe), i=1
(Yil), 2<i<N

enc

encoder(Z) = { (H
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where Z € RH:W:xC represents the target template features,
P,,. € RT:WixC represents the spatial position encoding,

' represents the i-th encoder layer, Y1 ¢ RH:W:xC

?
enc enc

represents the output of the (¢ — 1)-th encoder layer. H; and
W, are the height and width of the feature maps of target
templates, respectively.

In each encoder layer, we use multi-head self-attention
(MSA) to explicitly model the relations between all pixel
pairs of target template features. Other operations are the
same as the encoder layer of vanilla Transformer [Vaswani
etal., 2017].

3.3 Decoder

Decoder is an essential component in the proposed target fo-
cus network. Similar to the encoder, the decoder is composed
of M decoder layers. However, different from the encoder
layer, each decoder layer not only inputs the search region
features with spatial position encoding or the output of its pre-
vious decoder layer, but also inputs the encoded target tem-
plate features outputted by the encoder. In short, it can be
formally denoted as:

Fieo (X + Pace, Y2, i =1

; i-1 yN .
Jhee (YL YD) 2<i< M
2
where X € RsWsxC represents the search region features,
Py € REW:xC represents the spatial position encoding,
YY e RH:W:xC represents the encoded target template

enc .
features outputted by the encoder, fj_. represents the i-th

decoder layer, Yzlgcl € RH:WsxC represents the output of
(¢ — 1)-th decoder layer. H; and W are height and width of
the feature maps of search regions, respectively.

Different from the decoder layer of vanilla Trans-
former [Vaswani et al., 2017], each decoder layer of the pro-
posed sparse Transformer first calculates self-attention on X
using sparse multi-head self-attention (SMSA), then calcu-
lates cross-attention between Z and X using naive multi-
head cross-attention (MCA). Other operations are the same
as the decoder layer of vanilla Transformer [Vaswani e al.,
2017]. Formally, each decoder layer of the proposed sparse
Transformer can be denoted as:

i—1 )

X = Norm (SMSA (Y..)+Y
¥l = Nom (MCA (X, YN, YY)+ X))
)+ i)

3.4 Sparse Multi-Head Self-Attention

Sparse multi-head self-attention is designed to improve the
discrimination of foreground-background and to alleviate am-
biguity of edge regions of foreground. Concretely, in the
naive MSA, each pixel value of attention features is calcu-
lated by all pixel values of the input features, which makes
the edge regions of foreground blurred. In our proposed
SMSA, each pixel value of attention features is only deter-
mined by K pixel values that are most similar to it, which

N
enc

decoder(X,Y.,,.)

i—1
dec

— Norm (FFN (Y

%

dec dec
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Figure 4: The left is the illustration of scaled dot-product self-attention in MSA, the middle is the illustration of the sparse scaled dot-product
self-attention in SMSA, where the function scatter means filling given values into a 0-value matrix at given indices. The upper right
and the lower right are examples of normalizing a row vector of the similarity matrix in naive scaled dot-product attention and sparse scaled

dot-product attention, respectively.

makes foreground more focused and the edge regions of fore-
ground more discriminative.

Specifically, as shown in the middle of Fig. 4, given a query
e REWXC, akey € RCXH/W/, and a value ¢ RH,WlXC, we
first calculate similarities of all pixel pairs between query and
key and mask out unnecessary tokens in the similarity matrix.
Then, different from naive scaled dot-product attention that is
shown in the left of Fig. 4, we only normalize K largest ele-
ments from each row of the similarity matrix using softmax
function. For other elements, we replace them with 0. Finally,
we multiply the similarity matrix and value by matrix multi-
plication to get the final results.

The upper right and the lower right in Fig. 4 show ex-
amples of normalizing a row vector of the similarity ma-
trix in naive scaled dot-product attention and sparse scaled
dot-product attention, respectively. We can see that naive
scaled dot-product attention amplifies relatively smaller sim-
ilarity weights, which makes the output features susceptible
to noises and distractive background. However, this issue can
be significantly alleviated by sparse scaled dot-product atten-
tion.

3.5 Double-Head Predictor

Most existing trackers adopt fully connected network or con-
volutional network to classification between foreground and
background and regression of target bounding boxes, with-
out indepth analysis or design for the head networks based
on the characteristics of the tasks of classification and regres-
sion. Inspired by [Wu et al., 20201, we introduce a double-
head predictor to improve the accuracy of classification and
regression. Specifically, as shown in Fig. 2, it consists of a
fc-head that is composed of two fully connected layers and a
conv-head that is composed of L convolutional blocks. Unfo-
cused tasks are added for extra supervision in training. In the
inference phase, for the classification task, we fuse the classi-
fication scores outputted by the fc-head and the one outputted
by the conv-head; for the regression task, we only take the
predicted offsets outputted by the conv-head.

908

3.6 Training Loss

We follow [Xu er al., 2020] to generate training labels of
classification scores and regression offsets. In order to train
the whole network end-to-end, the objective function is the
weighted sum of classification loss and regression loss, as the
following:

L=wpe [ApeL e + (1= Ape) L]
+ Weonwv -~ [(1 - Aconv) £class + Aconv

conv
where wyc, Afe, Weonw and Acony are hyper-parameters. In
practice, we set wye. = 2.0, Are = 0.7, Weonw = 2.5, Aconv =
0.8. The functions E?fc‘,”s and £95% are both implemented

4
£box ] ( )

conv

conv

by focal loss [Lin et al., 2017], and the functions U}‘;‘ and
£ " are both implemented by IoU loss [Yu et al., 2016].

conv

4 Experiments

4.1 Implementation Details

Training Dataset. We use the train splits of Track-
ingNet [Muller et al., 2018], LaSOT [Fan er al., 2019], GOT-
10k [Huang er al., 2019], ILSVRC VID [Russakovsky et
al., 2015], ILSVRC DET [Russakovsky ef al., 2015] and
COCO [Lin et al., 2014] as the training dataset, in addition
to the GOT-10k [Huang et al., 2019] benchmark. We se-
lect two frames with a maximum frame index difference of
100 from each video as the target template and the search
region. In order to increase the diversity of training sam-

p%a,l—i—a} and

the range of random translation to [—0.2(,0.28], in which
a =03, 8 =+/(1.5w; + 0.5h;) x (1.5h + 0.5w;) for the
target template, and § = b8 for

ples, we set the range of random scaling to [

/(15w +0.5h,) x (1.5hs+0.5w,)

the search region. Here w; and h; are the width and height
of the target in the target template, respectively; w and hg
are the width and height of the target in the search region, re-
spectively; ¢ and s are the sizes of the target template and the
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search region, respectively. We set ¢ = 127 and s = 289 in
practice.

Model Settings. We use the tiny version of Swin Trans-
former [Liu ef al., 2021] (Swin-T) as the backbone . In
the MSA, SMSA, and MCA, the number of heads is set to
8, the number of channels in the hidden layers of FFN is set
to 2048, and the dropout rate is set to 0.1. The number of
encoder layers N and the number of decoder layers M are
set to 2, and the sparseness K in SMSA is set to 32. See
Sec. 4.2 for more discussions about the hyper parameters in
the proposed target focus network. In the conv-head of the
double-head predictor, the first convolutional block is set to
residual block [He ef al., 2016], and other L — 1 ones are set
to bottleneck blocks [He et al., 2016], where L = 8.

Optimization. We use AdamW optimizer to train our
method for 20 epochs. In each epoch, we sample 600,000 im-
age pairs from all training datasets. Note that we only sample
300,000 image pairs from the train split for the GOT-10k
benchmark. The batch size is set to 32, and the learning rate
and the weight decay are both set to 1 x 10~%. After training
for 10 epochs and 15 epochs, the learning rate decreases to
1x 107° and 1 x 1075, respectively. The whole training pro-
cess takes about 60 hours on 4 NVIDIA RTX 2080 Ti GPUs.
Note that the training time of TransT is about 10 days (240
hours), which is 4 x that of our method.

4.2 Ablation Study

The Number of Encoder Layers. In our method, the en-
coder is used to enhance the generalization of target template,
thus the number of encoder layers is important to our method.
Tab. 1 lists the performance of our method using different
numbers of encoder layers. Interestingly, the proposed target
focus network can still bring comparable performance with-
out the encoder. As the number increases, the performance
gradually improves. However, when the number of encoder
layers is greater than 2, the performance drops. We argue that
excess encoder layers may lead to overfitting of model train-
ing. Therefore, we set the number of encoder layers to 2 in
the remaining experiments.

N | o 1 2 3

AO 0.676 0.687 0.693 0.679
SRo 5 0.770 0.783 0.791 0.770
SRo.75 0.627 0.634 0.638 0.620

Table 1: The performance of our method on the test split of GOT-
10k when setting the number of encoder layers to 0, 1, 2, and 3.

The Number of Decoder Layers. We then explore the best
setting for the number of decoder layers M, as shown in
Tab. 2. Similar to N, as the number of decoder layers in-
creases, the performance gradually improves when M is not
greater than 2. We also notice that when M equals 3, the
performance decreases and the running speed slows down by
large margin. We speculate that it may be caused by overfit-
ting. Thus, M is set to 2 in the remaining experiments.
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M | 1 2 3
AO 0.672 0.693 0.661
SRo.5 0.764 0.791 0.754
SRo.75 0.619 0.638 0.610
FPS | 402 39.9 377

Table 2: The performance of our method on the test split of GOT-
10k when setting the number of decoder layers to 1, 2, and 3.

The Sparseness K in SMSA. In SMSA, the sparseness
K significantly affects the activation degree of foreground.
Due to the scale variation of targets, a suitable sparseness
K ensures good adaptability and generalization at the same
time for SMSA. Tab. 3 shows the impact of different sparse-
ness values on the performance of our method. Note that
when K = H'W’, SMSA becomes naive MSA. We find
that SMSA always brings better performance than MSA in
our method, which shows the effectiveness and superiority of
SMSA. When K is 32, Our method achieves the best perfor-
mance. Consequently, we set the sparseness K to 32 in our
experiments.

K | 16 32 64 128 256 H'W'
AO 0.667 0.693 0.680 0.677 0.682  0.662
SRos | 0763 0.791 0.777 0771 0.780  0.754
SRo.75 | 0.611  0.638 0.627 0.623  0.627  0.605

Table 3: The performance of our method on the test split of
GOT-10k when setting different sparseness values for SMSA, where
H'W’ denotes the number of columns of the similarity matrix.

4.3 Comparison with the State-of-the-art

LaSOT is a large-scale long-term dataset with high-quality
annotations. Its test split consists of 280 sequences, the
average length of which exceeds 2500 frames. We evaluate
our method on the test split of LaSOT and compare it with
other competitive methods. As shown in Tab. 4, our method
achieves the best performance in terms of success, precision,
and normalized precision metrics.

We also evaluate our method on the test subsets with at-
tributes of deformation, partial occlusion, and scale varia-
tion. The results are shown in Tab. 8. As can be seen, our
method performs best in the above challenging scenarios, sig-
nificantly surpassing other competitive methods. These chal-
lenges bring ambiguous of determining accurate boundaries
of targets thus making the trackers hard to locate and esti-
mate target bounding boxes. However, our method copes with
these challenges well.

GOT-10k contains 9335 sequences for training and 180
sequences for testing. Different from other datasets, GOT-
10k only allows trackers to be trained using the t rain split.
We follow this protocol to train our method and test it on the
test split, then report the performance in Tab. 5. We see
that our method surpasses the second-best tracker TransT by
a significant margin, which indicates that our method is supe-
rior to other methods when annotated training data is limited.
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Method Succ. Prec. N.Prec. Method UAV123 OTB2015
Ours 0.660 0.701 0.748 Ours 0.704 0.704
TransT [Chen et al., 2021] 0.649  0.690 0.738 TransT [Chen et al., 2021] 0.691 0.694
TrDiMP [Wang et al., 2021] 0.639 0.662 0.730 PrDiMP [Danelljan e al., 2020] 0.680 0.696
SAOT [Zhou er al., 2021] 0.616 0.629 0.708 TrDiMP [Wang et al., 2021] 0.675 0.711
STMTrack [Fu et al., 2021] 0.606 0.633 0.693 DiMP-50 [Bhat e al., 2019] 0.654 0.684
DTT [Yu et al., 2021] 0.601 - - STMTrack [Fu et al., 2021] 0.647 0.719
AutoMatch [Zhang et al., 20211 0.583  0.599 0.675
SiamRCR [Pqng et al., 2021] 0.575 0.599 - Table 6: The performance of our method and other excellent ones
LTMU [Dai er al., 20201 0.570  0.566 0.653 on UAV123 and OTB2015. The best two results are highlighted in
DiMP-50 [Bhat et al., 2019] 0.565 0.563 0.646 red and blue, respectively.
Ocean [Zhang et al., 2020] 0.560 0.566 0.651
SiamFC++ [Xu er al., 2020] 0.543  0.547 0.623
SiamGAT [Guo et al., 2021] 0.539 0530  0.633 Method Succ. Prec.  N.Prec.
Ours 81.7 795 86.6
Table 4: The performance of our method and other excellent ones TransT [Chen et al., 2021] 81.4 80.3 86.7
on the test split of LaSOT, where “Succ.”, “Prec.” and “N. Prec.” STMTrack [Fu et al., 2021] 80.3 76.7 85.1
represent success, precision and normalized precision, respectively. DTT [Yu et al., 2021] 79.6 78.9 85.0
The best two results are highlighted in red and blue, respectively. TrDiMP [Wang et al., 2021] 78.4 73.1 83.3
SiamRCR [Peng et al., 2021] 764 716 81.8
AutoMatch [Zhang er al., 2021]  76.0  72.6 -
Method AO  SRos5 SRo.75 PrDiMP [Danelljan ez al., 20201 758  70.4 81.6
Ours 0.693 0.791 0.638 SiamFC++ [Xu et al., 2020] 75.4 70.5 80.0
TransT [Chen et al., 2021] 0.671 0.768  0.609 DiMP-50 [Bhat ez al,2019] 740 687  80.1
TrDiMP [Wang er al., 2021] 0.671 0.777 0.583
AutoMatch [Zhang er al., 2021] 0.652 0.766 0.543 Table 7: The performance of our method and other excellent ones
STMTrack [Fu et al., 2021] 0.642 0.737 0.575 on the test split of TrackingNet, where “Succ.”, “Prec.” and “N.
SAOT [Zhou er al., 2021] 0.640 0.749 - Prec.” represent success, precision and normalized precision, re-
KYS [Bhat et al., 2020] 0.636 0.751 0.515 spectively. The best two results are highlighted in red and blue,
DTT [Yu et al., 2021] 0.634 0.749 0514 respectively.
PrDiMP [Danelljan e al., 2020] 0.634 0.738 0.543
SiamGAT [Guo et al., 2021] 0.627 0.743 0.488
SiamRCR [Peng et al., 2021] 0.624 - - includes 511 sequences covering various object classes and
DiMP-50 [Bhat e al., 2019] 0.611 0.717 0.492 tracking scenes. We report the performance of our method

Table 5: The performance of our method and other excellent ones
on the test split of GOT-10k. The best two results are highlighted
in red and blue, respectively.

UAV123 is a low altitude aerial dataset taken by drones, in-
cluding 123 sequences, with an average of 915 frames per se-
quence. Due to the characteristics of aerial images, many tar-
gets in this dataset have low resolution, and are prone to have
fast motion and motion blur. In spite of this, our method is
still able to cope with these challenges well. Thus, as shown
in Tab. 6, our method surpasses other competitive methods
and achieves the state-of-the-art performance on UAV123,
which demonstrates the generalization and applicability of
our method.

OTB2015 is a classical testing dataset in visual tracking. It
contains 100 short-term tracking sequences covering 11 com-
mon challenges, such as target deformation, occlusion, scale
variation, rotation, illumination variation, background clut-
ters, and so on. We report the performance of our method
on OTB2015. Although the annotations is not very accurate
and it has tended to saturation over recent years, as shown in
Tab. 6, however, our method still outperforms the excellent
tracker TransT [Chen et al., 2021] and achieves comparable
performance.

TrackingNet is a large-scale dataset whose test split
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on the test split of TrackingNet. As shown in Tab. 7, our
method achieves the best performance in terms of success
metric.

4.4 Qualitative Comparison of SMSA and MSA

To intuitively explore how SMSA works, we visualize some
self-attention maps of search regions in Fig. 5, in which the
1-st column and the 4-th column are the search regions, the
2-nd column and the 5-th column are the attention maps gen-
erated by SMSA and naive MSA, respectively. For better vi-
sualization, we combine the 1-st column and the 2-nd column
in the 3-rd column and combine the 4-th column and the 5-th
column in the 6-th column. We can see that, compared with
MSA, SMSA pays more attention to primary information.

5 Conclusions

In this work, we boost Transformer based visual tracking with
a novel sparse Transformer tracker. The sparse self-attention
mechanism in Transformer relieves the issue of concentration
on the global context and thus negligence of the most relevant
information faced by the vanilla self-attention mechanism,
thereby highlighting potential targets in the search regions.
In addition, a double-head predictor is introduced to improve
the accuracy of classification and regression. Experiments
show that our method can significantly outperform the state-
of-the-art approaches on multiple datasets while running at a
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Method Deformation Partial Occlusion | Scale Variation Rotation Viewpoint Change
Succ. Prec. Succ. Prec. Succ. Prec. Succ. Prec. Succ. Prec.
Ours 0.685 0.693 0.634 0.665 0.660 0.700 | 0.666 0.704 | 0.673 0.713
TransT [Chen et al., 2021] 0.670 0.674 0.620 0.650 0.646 0.687 | 0.643 0.687 | 0.617 0.654
TrDiMP [Wang et al., 2021] 0.646 0.615 0.609 0.619 0.634 0.655 | 0.624 0.641 0.622 0.639
STMTrack [Fu et al., 2021] 0.640 0.624 0.571 0.582 0.606 0.631 0.601 0.631 0.582 0.626
SAOT [Zhou et al., 2021] 0.617 0.580 0.584 0.586 0.611 0.623 | 0.596 0.606 | 0.541 0.554
AutoMatch [Zhang er al., 2021] 0.601 0.565 0.553 0.557 0.581 0.596 | 0.572 0.584 | 0.567 0.591
Ocean [Zhang et al., 2020] 0.600 0.557 0.523 0.514 0.557 0.560 | 0.546 0.543 | 0.521 0.518
DiMP-50 [Bhat et al., 2019] 0.574 0.506 0.537 0.516 0.560 0.554 | 0.549 0.533 | 0.553 0.568
SiamFC++ [Xu et al., 2020] 0.574 0.532 0.509 0.497 0.544 0.546 | 0.548 0.549 | 0.514 0.538
SiamGAT [Guo et al., 2021] 0.571 0.509 0.512 0.485 0.540 0.530 | 0.538 0.527 | 0.500 0.498
LTMU [Dai et al., 2020] 0.560 0.494 0.530 0.511 0.565 0.558 | 0.543 0.528 | 0.587 0.599

Table 8: The success performance of our method and other excellent ones on the test subsets of LaSOT with attributes of deformation, partial
occlusion, scale variation, rotation, and viewpoint change, where “Succ.” and “Prec.” represent success and precision, respectively. The best

two results are highlighted in red and blue, respectively.

Search Col. #1 + Col. #2

Region

Self-attention Map
generated by SMSA

Col. #4 + Col. #5

Search
Region

Self-attention Map
generated by naive MSA

Figure 5: Visualization results of the attention maps of the search regions.

real-time speed, which demonstrates the superiority and ap-
plicability of our method. Besides, the training time of our
method is only 25% of TransT. Overall, it is a new excellent
baseline for further researches.
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